
CHAPTER 5

Integrals

5.1 The Idea of the Integral

This chapter is about theidea of integration, and also about thetechnique of
integration. We explain how it is donein principle, and then how it is donein
practice. Integration is a problem of adding up infinitely many things, each of which
is infinitesimally small. Doing the addition is not recommended. The whole point of
calculus is to offer a better way.

The problem of integration is to find a limit of sums. The key is to work backward
from a limit of differences (which is the derivative).We can integratev.x/ if it
turns up as the derivative of another functionf .x/. The integral ofvD cosx is
f D sinx. The integral ofvD x isf D 1

2
x2. Basically,f .x/ is an “antiderivative”.

The list off ’s will grow much longer (Section5:4 is crucial). A selection is inside
the cover of this book. If we don’t find a suitablef .x/, numerical integration can still
give an excellent answer.

I could go directly to the formulas for integrals, which allow you to compute areas
under the most amazing curves. (Area is the clearest example of adding up infinitely
many infinitely thin rectangles, so it always comes first. It is certainly not the only
problem that integral calculus can solve.) But I am really unwilling just to write down
formulas, and skip over all the ideas. Newton and Leibniz had an absolutely brilliant
intuition, and there is no reason why we can’t share it.

They started with something simple. We will do the same.

SUMS AND DIFFERENCES

Integrals and derivatives can be mostly explained by working (very briefly) with
sums and differences. Instead of functions, we haven ordinary numbers. The key
idea is nothing more than a basic fact of algebra. In the limit asnÑ8, it becomes
the basic fact of calculus. The step of “going to the limit” is the essential difference
between algebra and calculus! It has to be taken, in order to add up infinitely many
infinitesimals—but we start out this side of it.

To see what happens before the limiting step, we needtwo sets ofn numbers. The
first set will bev1;v2; : : : ;vn, wherev suggests velocity. The second set of numbers
will be f1;f2; : : : ;fn; wheref recalls the idea of distance. You might thinkd would
be a better symbol for distance, but that is needed for thedx anddy of calculus.
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230 5 Integrals

A first example hasnD 4:

v1;v2;v3;v4 D 1;2;3;4 f1;f2;f3;f4 D 1;3;6;10:

The relation between thev’s andf ’s is seen in that example. When you are given
1;3;6;10; how do you produce1;2;3;4? By taking differences. The difference
between10 and 6 is 4. Subtracting6�3 is 3. The differencef2�f1 D 3�1 is
v2 D 2. Eachv is the difference between twof ’s:

vj is the differencefj �fj�1:

This is the discrete form of the derivative. I admit to a small difficulty at j D 1,
from the fact that there is nof0. The firstv should bef1�f0, and the natural idea
is to agree thatf0 is zero. This need for a starting point will come back to haunt us
(or help us) in calculus.

Now look again at those same numbers—but start withv. FromvD 1;2;3;4 how
do you producef D 1;3;6;10?By taking sums. The first twov’s add to3, which is
f2. The first threev’s add tof3 D 6. The sum of all fourv’s is 1C2C3C4D 10.
Taking sums is the opposite of taking differences.

That idea from algebra is the key to calculus. The sumfj involves all the numbers
v1 Cv2 C � � �Cvj . The differencevj involves only thetwonumbersfj �fj�1. The
fact that one reverses the other is the “Fundamental Theorem.” Calculus will change
sums to integrals and differences to derivatives—but why not let the key idea come
through now?

5A Fundamental Theorem of Calculus(before limits):

If eachvj D fj �fj�1; thenv1 Cv2 C � � �Cvn D fn�f0:

The differences of thef ’sadd up tofn�f0. All f ’s in between are canceled, leaving
only the lastfn and the startingf0. The sum “telescopes”:

v1 Cv2 Cv3 C � � �Cvn D .f1�f0/C .f2�f1/C .f3�f2/C � � �C .fn�fn�1/:

The numberf1 is canceled by�f1. Similarly�f2 cancelsf2 and�f3 cancelsf3.
Eventuallyfn and�f0 are left. Whenf0 is zero, the sum is the finalfn.

That completes the algebra.We add thev’s by finding thef ’s.

Question How do you add the odd numbers1C3C5C � � �C99 (thev’s)?
Answer They are the differences between0;1;4;9; : : : : Thesef ’s are squares. By
the Fundamental Theorem, the sum of50 odd numbers is.50/2.

The tricky part is to discover the rightf ’s! Their differences must produce thev’s.
In calculus, the tricky part is to find the rightf .x/. Its derivative must producev.x/.
It is remarkable how oftenf can be found—more often for integrals than for sums.
Our next step is to understand howthe integral is a limit of sums.

SUMS APPROACH INTEGRALS

Suppose you start a successful company. The rate of income is increasing. Afterx
years, the income per year is

?
x million dollars. In the first four years you reach?

1;
?
2;
?
3; and

?
4 million dollars. Those numbers are displayed in a bar graph

(Figure 5.1a, for investors). I realize that most start-up companies make losses, but
your company is an exception. If the example is too good to be true, please keep
reading.



5.1 The Idea of the Integral 231

Fig. 5.1 Total incomeD total area of rectanglesD 6:15.

The graph shows four rectangles, of heights
?
1;
?
2;
?
3;
?
4. Since the base of

each rectangle is one year, those numbers are also theareasof the rectangles. One
investor, possibly weak in arithmetic, asks a simple question:What is the total
income for all four years? There are two ways to answer, and I will give both.

The first answer is
?
1C

?
2C

?
3C

?
4. Addition gives6:15 million dollars.

Figure 5.1b shows this total—which is reached at year 4. This is exactly like
velocities and distances, but nowv is theincome per yearandf is thetotal income.
Algebraically,fj is still v1 C � � �Cvj .

The second answer comes from geometry.Thetotal incomeis thetotal areaof the
rectangles. We are emphasizing the correspondence betweenadditionandarea. That
point may seem obvious, but it becomes important when a second investor (smarter
than the first) asks a harder question.

Here is the problem.The incomes as stated are false. The company did not make
a million dollars the first year. After three months, whenx was1=4; the rate of income
was only

?
xD 1=2. The bar graph showed

?
1D 1 for the whole year, but that was

an overstatement. The income in three months was not more than1=2 times1=4; the
rate multiplied by the time.

All other quarters and years were also overstated. Figure 5.2a is closer to reality,
with 4 years divided into16 quarters. It gives a new estimate for total income.

Again there are two ways to find the total. We add
?
1=4C

?
2=4C � � �C?16=4,

remembering to multiply them all by1=4 (because each rate applies to1=4 year).
This is also the area of the16 rectangles. The area approach is better because the1=4
is automatic. Each rectangle has base1=4; so that factor enters each area. The total
area is now5:56million dollars, closer to the truth.

You see what is coming. The next step divides time into weeks. After one week
the rate

?
x only

?
1=52. That is the height of the first rectangle—its base is�xD

1=52. There is a rectangle for every week. Then a hard-working investor divides time
into days, and the base of each rectangle is�xD 1=365. At that point there are
4�365D 1460 rectangles, or1461 because of leap year, with a total area below51

2
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Fig. 5.2 IncomeD sum of areas (not heights)
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million dollars. The calculation is elementary but depressing—adding up thousands
of square roots, each multiplied by�x from the base. There has to be a better way.

The better way, in fact the best way, is calculus. The whole idea is to allow for
continuous change: The geometry problem is to find the area under the square
root curve. That question cannot be answered by arithmetic, because it involves a
limit. The rectangles have base�x and heights

?
�x;

?
�2x; : : : ;

?
4. There are

4=�x rectangles—more and more terms from thinner and thinner rectangles.The
area is the limit of the sum as�xÑ 0.

This limiting area is the “integral.” We are looking for a number below51
2
.

Algebra(area ofn rectangles): Computev1 C � � �Cvn by findingf ’s.
Key idea: If vj D fj �fj�1, then the sum isfn�f0.

Calculus(area under curve): Compute the limit of�xŒv.�x/Cv.2�x/C � � ��.
Key idea: If v.x/D df=dx then areaD integral to be explained next.

5.1 EXERCISES

Read-through questions

The problem of summation is to addv1 C � � �Cvn. It is solved
if we find f ’s such thatvj D a . Then v1 C � � �Cvn equals

b . The cancellation in.f1�f0/C.f2�f1/C � � �C.fn�
fn�1/ leaves only c . Taking sums is the d of
taking differences.

The differences between0;1;4;9 are v1;v2;v3 D e . For
fj D j 2 the difference betweenf10, andf9 is v10 D f . From
this pattern1C3C5C � � �C19 equals g .

For functions, finding the integral is the reverse of h . If
the derivative off .x/ is v.x/, then the i of v.x/ is f .x/. If
v.x/D 10x thenf .x/D j . This is the k of a triangle with
basex and height10x.

Integrals begin with sums. The triangle undervD 10x out
to xD 4 has area l . It is approximated by four rectangles
of heights10;20;30;40 and area m . It is better approximated
by eight rectangles of heights n and area o . Forn rectan-
gles covering the triangle the area is the sum ofp . As nÑ8
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this sum should approach the numberq . That is the integral of
vD 10x from0 to 4.

Problems 1–6 are about sumsfj and differencesvj .

1 With vD 1;2;4;8, the formula for vj is (not 2j ).
Find f1;f2;f3;f4, starting fromf0 D 0. What isf7?

2 The same vD 1;2;4;8; : : : are the differences between
f D 1;2;4;8;16; : : : : Now f0 D 1 and fj D 2j . (a) Check that
25�24 equalv5. (b) What is1C2C4C8C16?

3 The differences between f D 1;1=2;1=4;1=8 are
vD�1=2;�1=4;�1=8. These negativev’s do not add up to these
positivef ’s. Verify thatv1 Cv2 Cv3 Cv4 D f4�f0 is still true.

4 Any constantC can be added to the antiderivativef .x/
because the of a constant is zero. AnyC can be added to
f0;f1; : : : because the between thef ’s is not changed.

5 Show that fj D rj =.r�1/ has fj �fj�1 D rj�1.
Therefore the geometric series1CrC � � �Crj�1 adds up to
(remember to subtractf0).

6 The sumsfj D .rj �1/=.r�1/ also havefj �fj�1 D rj�1.
Now f0 D . Therefore1CrC � � �Crj�1 adds up tofj . The
sum1CrC � � �Crn equals .

7 Supposev.x/D 3 for x  1 and v.x/D 7 for x¡ 1. Find the
areaf .x/ from 0 to x, under the graph ofv.x/. (Two pieces.)

8 If vD 1;�2;3;�4; : : :, write down the f ’s starting from
f0 D 0. Find formulas forvj andfj whenj is odd andj is even.

Problems 9–16 are about the company earning
?
x per year.

9 When time is divided into weeks there are4�52D 208

rectangles. Write down the first area, the208th area, and the
j th area.

10 How do you know that the sum over208 weeks is smaller
than the sum over16 quarters?

11 A pessimist would use
?
x at the beginning of each time

period as the income rate for that period. Redraw Figure 5.1
(both parts) using heights

?
0;
?
1;
?
2;
?
3. How much lower

is the estimate of total income?

12 The same pessimist would redraw Figure 5.2 with heights
0;
a
1=4; : : : : What is the height of the last rectangle? How

much does this change reduce the total rectangular area5:56?

13 At every step from years to weeks to days to hours, the
pessimist’s area goes and the optimist’s area goes .
The difference between them is the area of the last .

14 The optimist and pessimist arrive at the same limit as years
are divided into weeks, days, hours, seconds. Draw the

?
x curve

between the rectangles to show why the pessimist is always too low
and the optimist is too high.

15 (Important) Letf .x/ be the area under the
?
x curve, above the

interval from0 to x. The area toxC�x is f .xC�x/. The extra
area is�f D . This is almost a rectangle with base
and height

?
x. So�f=�x is close to . As�xÑ 0 we sus-

pect thatdf=dxD .

16 Draw the
?
x curve fromxD 0 to 4 and put triangles below to

prove that the area under it is more than5: Look left and right from
the point where

?
1D 1.

Problems 17–22 are about a company whose expense ratev.x/D

6�x is decreasing.

17 The expenses drop to zero atxD . The total expense dur-
ing those years equals . This is the area of .

18 The rectangles of heights6;5;4;3;2;1 give a total estimated ex-
pense of . Draw them enclosing the triangle to show why this
total is too high.

19 How many rectangles (enclosing the triangle) would you need
before their areas are within1 of the correct triangular area?

20 The accountant uses2-year intervals and computesvD 5;3;1 at
the midpoints (the odd-numbered years). What is her estimate, how
accurate is it, and why?

21 What is the areaf .x/ under the linev.x/D 6�x above the in-
terval from2 to x? What is the derivative of thisf .x/?

22 What is the areaf .x/ under the linev.x/D 6�x above the in-
terval fromx to 6? What is the derivative of thisf .x/?

23 With �xD 1=3, find the area of the three rectangles that
enclose the graph ofv.x/D x2.

24 Draw graphs ofvD
?
x and vD x2 from 0 to 1: Which areas

add to1? The same is true forvD x3 andvD .

25 Fromx to xC�x, the area undervD x2 is�f . This is almost
a rectangle with base�x and height . So�f=�x is close to

. In the limit we finddf=dxD x2 andf .x/D .

26 Compute the area of208 rectangles underv.x/D
?
x from

xD 0 to xD 4.
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5.2 Antiderivatives

The symbol
r

was invented by Leibniz to represent the integral. It is a stretched-out
S, from the Latin word for sum. This symbol is a powerful reminder of the whole
construction:Sum approaches integral, S approaches

r
, and rectangular area

approaches curved area:

curved areaD
r
v.x/ dxD

r ?
x dx: (1)

Therectangles of base�x lead to this limit—the integral of
?
x. The “dx” indicates

that�x approaches zero. The heightsvj of the rectangles are the heightsv.x/ of
the curve. The sum ofvj times�x approaches “the integral ofv of xdx.” You can
imagine an infinitely thin rectangle above every point, instead of ordinary rectangles
above special points.

We now find the area under the square root curve. The “limits of integration” are
0 and4. The lower limit isxD 0, where the area begins. (The start could be any
point xD a.) The upper limit isxD 4, since we stop after four years. (The finish
could be any pointxD b.) The area of the rectangles is a sum of base�x times
heights

?
x. The curved area is the limit of this sum.That limit is the integral of?

x from0 to 4:

lim
�xÑ0

h

.
?
�x/.�x/C .

?
2�x/.�x/C � � �C .

?
4/.�x/

i

D

» xD4

xD0

?
x dx: (2)

Theoutstanding problem of integral calculus is still to be solved.What is this limiting
area? We have a symbol for the answer, involving

r
and

?
x anddx—but we don’t

have a number.

THE ANTIDERIVATIVE

I wish I knew who discovered the area under the graph of
?
x. It may have been

Newton. The answer was available earlier, but the key idea was shared by Newton
and Leibniz. They understood the parallels between sums and integrals, and between
differences and derivatives. I can give the answer, by following that analogy. I can’t
give the proof (yet)—it is the Fundamental Theorem of Calculus.

In algebra the differencefj �fj�1 is vj . When we add, the sum of thev’s is
fn�f0. In calculus the derivative off .x/ is v.x/. When we integrate,the area
under thev.x/ curve isf .x/minusf .0/. Our problem asks for the area out toxD
4:

5B (Discrete vs. continuous, rectangles vs. curved areas, addition vs. integration)
The integral ofv.x/ is the difference inf .x/:

If df=dxD
?
x then areaD

r xD4

xD0

?
x dxD f .4/�f .0/: (3)

What is f .x/? Instead of the derivative of
?
x, we need its “antiderivative.” We

have to find a functionf .x/ whose derivative is
?
x. It is the opposite of Chapters

2�4; and requires us towork backwards. The derivative ofxn is nxn�1—now
we need the antiderivative. The quick formula isf .x/D xnC1=.nC1/—we aim to
understand it.

Solution Since the derivative lowers the exponent, the antiderivativeraisesit. We
go fromx1=2 to x3=2. But then the derivative is.3=2/x1=2. It contains an unwanted
factor3=2. To cancel that factor, put2=3 into the antiderivative:
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f .x/D 2
3
x3=2 has the required derivativev.x/D x1=2 D

?
x:

Fig. 5.3 The integral ofv.x/D
?
x is the exact area16=3 under the curve.

There you see the key to integrals: Work backward from derivatives (and adjust).
Now comes a number—the exact area. AtxD 4we findx3=2 D 8. Multiply by 2=3

to get16=3. Then subtractf .0/D 0:» xD4

xD0

?
x dxD

2

3
.4/3=2� 2

3
.0/3=2 D

2

3
.8/D

16

3
(4)

The total income over four years is16=3D 51
3

million dollars. This isf .4/�
f .0/. The sum from thousands of rectangles was slowly approaching this exact area
51

3
.

Other areas The income in the first year, atxD 1, is 2
3
.1/3=2 D 2

3
million dollars.

(The false income was1 million dollars.) The total income afterx years is2
3
.x/3=2,

which is the antiderivativef .x/. The square root curve covers2=3 of the overall
rectangle it sits in. The rectangle goes out tox and up to

?
x, with areax3=2, and

2=3 of that rectangle is below the curve. (1=3is above.)

Other antiderivativesThe derivative ofx5 is 5x4. Therefore the antiderivative of
x4 is x5=5. Divide by5 (or nC1) to cancel the5 (ornC1) from the derivative. And
don’t allownC1D 0:

The derivativev.x/D xn has the antiderivativef .x/D xnC1=.nC1/:

EXAMPLE 1 The antiderivative ofx2 is 1
3
x3. This is the area under the parabola

v.x/D x2. The area out toxD 1 is 1
3
.1/3� 1

3
.0/3, or 1=3.

Remark on
?
x andx2 The2=3 from

?
x and the1=3 fromx2 add to1. Those are

the areas below and above the
?
x curve, in the corner of Figure 5.3. If you turn

the curve by90�, it becomes the parabola. The functionsyD
?
x and xD y2 are

inverses! The areas for these inverse functions add to a square of area1.
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AREA UNDER A STRAIGHT LINE

You already know the area of a triangle. The region is below the diagonal linevD x
in Figure 5.4. The base is4, the height is4, and the area is1

2
.4/.4/D 8. Integration

is

Fig. 5.4 Triangular area8 as the limit of rectangular areas10;9;81
2 ; : : : :

not required! But if you allow calculus to repeat that answer, and build up the integral
f .x/D 1

2
x2 as the limiting area of many rectangles, you will have the beginning of

something important.
The four rectangles have area1C2C3C4D 10. That is greater than8, because

the triangle is inside.10 is a first approximation to the triangular area8, and to
improve it we need more rectangles.

The next rectangles will be thinner, of width�xD 1=2 instead of the original
�xD 1. There will be eight rectangles instead of four. They extend above the line, so
the answer is still too high. The new heights are1=2, 1, 3=2, 2, 5=2, 3, 7=2, 4. The
total area in Figure 5.4b is the sum of the base�xD 1=2 times those heights:

areaD 1
2

�

1
2

C1C 3
2

C2C � � �C4
�

D 9 (which is closer to8):

Question What is the area of16 rectangles? Their heights are1
4
; 1

2
; : : : ;4.

Answer With base�xD 1
4

the area is1
4

�

1
4

C 1
2

C � � �C4
�

D 81
2
.

The effort of doing the addition is increasing. A formula for the sums is needed, and
will be established soon. (The next answer would be81

4
.) But more important than

the formula is the idea.We are carrying out a Iimiting process, one step at a time.
The area of the rectangles is approaching the area of the triangle, as�x decreases.
The same limiting process will apply to other areas, in which the region is much more
complicated. Therefore we pause to comment on what is important.

Area Under a Curve
What requirements are imposed on those thinner and thinner rectangles? It is not

essential that they all have the same width. And it is not required that they cover the
triangle completely. The rectangles could liebelow the curve. The limiting answer
will still be 8, even if the widths�x are unequal and the rectangles fit inside the
triangle or across it. We only impose two rules:

1. The largest width�xmax must approach zero.
2. The top of each rectangle must touch or cross the curve.
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The area under the graph is defined to be the limit of these rectangular areas, if that
limit exists. For the straight line, the limit does exist and equals8. That limit is
independent of the particular widths and heights—as we absolutely insist it should be.

Section 5.5 allows any continuousv.x/. The question will be the same—Does the
limit exist? The answer will be the same—Yes. That limit will be theintegral of
v.x/, and it will be the area under the curve. It will bef .x/.

EXAMPLE 2 The triangular area from0 to x is 1
2
.base/.height/D 1

2
.x/.x/. That

is f .x/D 1
2
x2. Its derivative isv.x/D x. But notice that1

2
x2 C1 has thesame

derivative. So doesf D 1
2
x2 CC , for any constantC . There is a “constant of

integration” in f .x/, which is wiped out in its derivativev.x/.

EXAMPLE 3 Suppose the velocity is decreasing:v.x/D 4�x. If we samplev at
xD 1;2;3;4; the rectangles lieunderthe graph. Becausev is decreasing, the right
end of each interval givesvmin. Then the rectangular area3C2C1C0D 6 is less
than the exact area8. The rectangles areinsidethe triangle, and eight rectangles with
base1

2
come closer:

rectangular areaD 1
2
.31

2
C3C � � �C 1

2
C0/D 7:

Sixteen rectangles would have area71
2
. We repeat that the rectangles need not have

the same widths�x, but it makes these calculations easier.
What is the area out to an arbitrary point (likexD 3 or xD 1)? We could insert

rectangles, but the Fundamental Theorem offers a faster way. Any antiderivative
of 4�x will give the area.We look for a function whose derivative is4�x. The
derivative of4x is 4, the derivative of1

2
x2 isx, so work backward:

to achievedf=dxD 4�x choosef .x/D 4x� 1
2
x2:

Calculus skips past the rectangles and computesf .3/D 71
2
. The area betweenxD

1 and xD 3 is the difference71
2
�31

2
D 4. In Figure 5.5, this is the area of the

trapezoid.

Thef-curve flattens out when thev-curve touches zero. No new area is being
added.

Fig. 5.5 The area is�f D 71
2�31

2 D 4. Sincev.x/ decreases,f .x/ bends down.
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INDEFINITE INTEGRALS AND DEFINITE INTEGRALS

We have to distinguish two different kinds of integrals. They both use the antideriva-
tive f .x/. The definite one involves the limits0 and4, the indefinite one doesn’t:

The indefinite integral is a function f .x/D 4x� 1
2
x2.

Thedefinite integralfrom xD 0 to xD 4 is thenumberf .4/�f .0/.
The definite integral is definitely8. But the indefinite integral is not necessarily
4x� 1

2
x2. We can changef .x/ by a constant without changing its derivative

(since the derivative of a constant is zero). The following functions are also antideriva-
tives:

f .x/D 4x� 1
2
x2 C1; f .x/D 4x� 1

2
x2�9; f .x/D 4x� 1

2
x2 CC:

The first two are particular examples. The last is the general case. The constantC
can be anything (including zero), to give all functions with the required derivative.
The theory of calculus will show that there are no others. The indefinite integral is
the most general antiderivative (with no limits):

indefinite integral f .x/D
r
v.x/ dxD 4x� 1

2
x2 CC: (5)

By contrast, the definite integral is a number. It contains no arbitrary constantC .
More that that, it contains no variablex. The definite integral is determined by the
functionv.x/ and the limits of integration (also known as theendpoints). It is the
area under the graph between those endpoints.

To see the relation of indefinite to definite, answer this question:What is the defi-
nite integral betweenxD 1 andxD 3? The indefinite integral givesf .3/D 71

2
CC

and f .1/D 31
2

CC . To find the area between the limits,subtractf at one limit
from f at the other limit:

r 3

xD1
v.x/ dxD f .3/�f .1/D .71

2
CC/� .31

2
CC/D 4: (6)

Theconstant cancels itself! The definite integral is thedifferencebetween the values
of the indefinite integral.C disappears in the subtraction.

The differencef .3/�f .1/ is likefn�f0. The sum ofvj from1 ton has become
“ the integral ofv.x/ from 1 to 3.” Section 5.3 computes other areas from sums, and
5:4 computes many more from antiderivatives. Then we come back to the definite
integral and the Fundamental Theorem:» b

a

v.x/ dxD

» b

a

df

dx
dxD f .b/�f .a/: (7)

5.2 EXERCISES

Read-through questions

Integration yields the a under a curveyD v.x/. It starts from
rectangles with base b and heightsv.x/ and areas c . As
�xÑ 0 the areav1�xC � � �Cvn�x becomes the d of v.x/.
The symbol for the indefinite integral ofv.x/ is e .

The problem of integration is solved if we findf .x/ such
that f . Then f is the g of v, and

r 6
2v.x/ dx equals

h minus i . The limits of integration are j . This
is a k integral, which is a l and not a functionf .x/.

The example v.x/D x has f .x/D m . It also has
f .x/D n . The area underv.x/ from 2 to 6 is o . The
constant is canceled in computing the differencep minus

q . If v.x/Dx8 thenf .x/D r .
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The sum v1 C � � �Cvn D fn�f0 leads to the Fundamental

Theorem
r b

av.x/ dxD s . The t integral isf .x/ and the
u integral is f .b/�f .a/. Finding the v under the

v-graph is the opposite of finding the w of thef -graph.

Find an antiderivative f .x/ for v.x/ in 1–14. Then compute the
definite integral

r 1
0v.x/ dxD f .1/�f .0/.

1 5x4 C4x5

3 1=
?
x (or x�1=2)

5 x1=3 C.2x/1=3

7 2 sinxCsin2x

9 x cosx (by experiment)

2 xC12x2

4 .
?
x/3 (or x3=2)

6 x1=3=x2=3

8 sec2xC1

10 x sinx (by experiment)

11 sinx cosx

13 0 (find all f )

12 sin2x cosx

14 �1 (find all f )

15 If df=dxD v.x/ then the definite integral ofv.x/ from
a to b is . If fj �fj�1 D vj then the definite sum of
v3 C � � �Cv7 is .

16 The areas include a factor�x, the base of each rectangle.
So the sum ofv’s is multiplied by to approach the
integral. The difference off ’s is divided by to approach
the derivative.

17 The areas of4, 8, and 16 rectangles were10, 9, and 81
2 ,

containing the triangle out toxD 4. Find a formula for the
areaAN of N rectangles and test it forN D 3 andN D 6.

18 Draw four rectangles with base1 below the yD x line, and
find the total area. What is the area withN rectangles?

19 Draw yD sinx from 0 to �. Three rectangles (base�=3)
and six rectangles (base�=6) contain an arch of the sine function.
Find the areas and guess the limit.

20 Draw an example where three lower rectangles under a
curve (heightsm1,m2,m3) have less area than two rectangles.

21 Draw yD 1=x2 for 0  x  1 with two rectangles under it
(base 1=2). What is their area, and what is the area for four
rectangles? Guess the limit.

22 Repeat Problem21 for yD 1=x.

23 (with calculator) Forv.x/D 1=
?
x take enough rectangles

over 0¤x¤ 1 to convince any reasonable professor that the area
is 2. Findf .x/ and verify thatf .1/�f .0/D 2.

24 Find the area under the parabolavD x2 from xD 0 to
xD 4. Relate it to the area16=3 below

?
x.

25 For v1 and v2 in the figure estimate the areasf .2/ andf .4/.
Start withf .0/D 0.

26 Draw yD v.x/ so that the areaf .x/ increases untilxD 1,
stays constant toxD 2, and decreases tof .3/D 1.

27 Describe the indefinite integrals ofv1 and v2. Do the areas
increase? Increase then decrease? . . .

28 Forv4.x/ find the areaf .4/�f .1/. Drawf4.x/.

29 The graph ofB.t/ shows the birth rate: births per unit time
at time t . D.t/ is the death rate. In what way do these numbers
appear on the graph?

1. The change in population fromt D 0 to t D 10.
2. The timeT when the population was largest.

3. The timet� when the population increased fastest.

30 Draw the graph of a functiony4.x/ whose area function
is v4.x/.

31 If v2.x/ is an antiderivative ofy2.x/, drawy2.x/.

32 Supposev.x/ increases fromv.0/D 0 to v.3/D 4. The area
under yD v.x/ plus the area on the left side ofxD v�1.y/

equals .

33 True or false, whenf .x/ is an antiderivative ofv.x/.

(a) 2f .x/ is an antiderivative of2v.x/ (try examples)
(b) f .2x/ is an antiderivative ofv.2x/

(c) f .x/C1 is an antiderivative ofv.x/C1

(d) f .xC1/ is an antiderivative ofv.xC1/.

(e) .f .x//2 is an antiderivative of.v.x//2.
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5.3 Summation versus Integration

This section does integration the hard way. We find explicit formulas for
fn D v1 C � � �Cvn: From areas of rectangles, the limits produce the areaf .x/
under a curve. According to the Fundamental Theorem,df=dx should return
us tov.x/—and we verify in each case that it does.

May I recall that there is sometimes an easier way? If we can find anf .x/ whose
derivative isv.x/, then the integral ofv is f: Sums and limits are not required, when
f is spotted directly. The next section, which explains how to look forf .x/, will
displace this one. (If we can’t find an antiderivative we fall back on summation.)
Given a successfulf; adding any constant produces anotherf—since the derivative
of the constant is zero. The right constant achievesf .0/D 0, with no extra effort.

This section constructsf .x/ from sums. The next section searches for antiderivatives.

THE SIGMA NOTATION

In a section about sums, there has to be a decent way to express them. Consider
12 C22 C32 C42: The individual terms arevj D j 2: Their sum can be written in
summation notation, using the capital Greek letter† (pronounced sigma):

12 C22 C32 C42 is written
4
X

j D1

j 2:

Spoken aloud, that becomes “the sum of j 2 from j D 1 to 4.” It equals30: The
limits onj (written below and above†) indicate where to start and stop:

v1 C � � �Cvn D

n
X

j D1

vj and v3 C � � �Cv9 D

9
X

kD3

vk: (1)

Thek at the end of(1) makes an additional point. There is nothing special about the
letterj: That is a “dummy variable,” no better and no worse thank (or i ). Dummy
variables are only on one side (the side with†), and they have no effect on the sum.
The upper limitn is on both sides. Here are six sums:

n
P

kD1

kD 1C2C3C � � �Cn
4
P

j D1

.�1/j D�1C1�1C1D 0

5
P

j D1

.2j �1/D 1C3C5C7C9D 52
0
P

iD0

vi D v0

h

only one term
i

4
P

iD1

j 2 D
h

meaningless?
i 8

P

kD0

1

2k
D 1C

1

2
C
1

4
C � � �D 2

h

infinite series
i

The numbers1 andn or 1 and4 (or 0 and8) are thelower limit and upper
limit . The dummy variablei or j or k is the indexof summation. I hope it seems
reasonable that the infinite series1C 1

2
C 1

4
C � � � adds to2: We will come back to it

in Chapter 10.�
A sum like†n

j D16 looks meaningless, but it is actually6C6C � � �C6D 6n: It

follows the rules. In fact†4
iD1j

2 is not meaningless either. Every term isj 2 and by

�Zeno the Greek believed it was impossible to get anywhere, since he would only go halfway
and then half again and half again. Infinite series would have changed his whole life.
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the same rules, that sum is4j 2: However thei was probably intended to bej: Then
the sum is1C4C9C16D 30:

Question What happens to these sums when the upper limits are changed ton?

Answer The sum depends on the stopping pointn. A formula is required (when
possible). Integrals stop atx, sums stop atn, and we now look for special cases when
f .x/ or fn can be found.

A SPECIAL SUMMATION FORMULA

How do you add the first100 whole numbers? The problem is to compute

100
X

j D1

j D 1C2C3C � � �C98C99C100D‹

If you were Gauss, you would see the answer at once. (He solved this problem at a
ridiculous age, which gave his friends the idea of getting him into another class.)
His solution was to combine1C100, and2C99, and3C98, always adding to101.
There are fifty of those combinations. Thus the sum is.50/.101/D 5050.

The sum from1 to n uses the same idea. The first and last terms add tonC1: The
next termsn�1 and2 also add tonC1: If n is even (as100 was) then there are1

2
n

parts. Therefore the sum is1
2
n timesnC1:

n
X

j D1

j D 1C2C � � �C .n�1/CnD
1

2
n.nC1/: (2)

The important term is1
2
n2, but the exact sum is1

2
n2 C 1

2
n:

What happens ifn is an odd number (likenD 99)? Formula(2) remains true. The
combinations1C99 and2C98 still add tonC1D 100: There are1

2
.99/D 491

2
such pairs, because the middle term (which is50) has nothing to combine with. Thus
1C2C � � �C99 equals491

2
times100, or 4950.

Remark That sum had to be4950; because it is5050minus100: The sum up to99
equals the sum up to100 with the last term removed. Our key formulafn�fn�1 D
vn has turned up again!

EXAMPLE Find the sum101C102C � � �C200 of thesecondhundred numbers.

First solution This is the sum from1 to 200minus the sum from1 to 100 W

200
X

101

j D

200
X

1

j � 100
X

1

j: (3)

The middle sum is1
2
.200/.201/ and the last is1

2
.100/.101/: Their difference is

15050:
Note! I left out “j D” in the limits. It is there, but not written.

Second solution The answer15050 is exactly the sum of the first hundred numbers
(which was5050) plus an additional10000: Believing that a number like10000 can
never turn up by accident, we look for a reason. It is found throughchanging the
limits of summation:
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200
X

j D101

j is the same sum as
100
X

kD1

.kC100/: (4)

This is important, to be able to shift limits around. Often the lower limit is moved
to zero or one, for convenience. Both sums have100 terms (that doesn’t change).
The dummy variablej is replaced by another dummy variablek: They are related by
j D kC100 or equivalently bykD j �100:

The variable must change everywhere—in the lower limit and the upper limit
as well as inside the sum. Ifj starts at101; thenkD j �100 starts at1: If j ends
at 200; k ends at100: If j appears in the sum, it is replaced bykC100 (and if j 2

appeared it would become.kC100/2/:
From equation(4) you see why the answer is15050: The sum1C2C � � �C100 is

5050 as before.100 is added to each of those100 terms. That gives10000:

EXAMPLES OF CHANGING THE VARIABLE (and the limits)
3
P

iD0

2i equals
4
P

j D1

2j�1 (herei D j �1). Both sums are1C2C4C8

n
P

iD3

vi equals
n�3
P

j D0

vj C3 (herei D j C3 andj D i�3). Both sums arev3 C � � �Cvn:

Why changen to n�3? Because the upper limit isi D n: So j C3D n andj D
n�3:

A final step is possible, and you will often see it.The new variablej can be
changed back toi: Dummy variables have no meaning of their own, but at first the
result looks surprising:

5
X

iD0

2i equals
6
X

j D1

2j�1 equals
6
X

iD1

2i�1:

With practice you might do that in one step, skipping the temporary letterj: Everyi
on the left becomesi�1 on the right. Theni D 0; : : : ;5 changes toi D 1; : : : ;6: (At
first two steps are safer.) This may seem a minor point, but soon we will be changing
the limits onintegralsinstead of sums. Integration is parallel to summation, and it is
better to see a “change of variable” here first.

Note about1C2C � � �Cn: The good thing is that Gauss found the sum1
2
n.nC1/:

The bad thing is that his method looked too much like a trick. I would like to show
how this fits the fundamental rule connecting sums and differences:

if v1 Cv2 C � � �Cvn D fn then vn D fn�fn�1: (5)

Gauss says thatfn is 1
2
n.nC1/:Reducingn by1, his formula forfn�1 is 1

2
.n�1/n:

The differencefn�fn�1 should be the last termn in the sum:

fn�fn�1 D 1
2
n.nC1/� 1

2
.n�1/nD 1

2
.n2 Cn�n2 Cn/D n: (6)

This is the one termvn D n that is included infn but not infn�1:
There is a deeper point here. For any sumfn; there are two things to check. The

f ’s must begincorrectly and they mustchangecorrectly. The underlying idea is
mathematical induction: Assume the statement is true belown: Prove it forn.
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Goal: To prove that1C2C � � �CnD 1
2
n.nC1/: This is the guessfn.

Proof by induction: Checkf1 (it equals1). Checkfn�fn�1(it equalsn).

FornD 1 the answer1
2
n.nC1/D 1

2
�1 �2 is correct. FornD 2 this formula1

2
�2 �3

agrees with1C2: But that separate test is not necessary!If f1 is right, and if the
changefn�fn�1 is right for everyn; then fn must be right. Equation(6) was
the key test, to show that the change inf ’s agrees withv:

That is the logic behind mathematical induction, but I am not happy with most of
the exercises that use it. There is absolutely no excitement. The answer is given by
some higher power (like Gauss), and it is proved correct by some lower power (like
us). It is much better when we lower powers find the answer for ourselves.� Therefore
I will try to do that for the second problem, which is thesum of squares.

THE SUM OF j 2 AND THE INTEGRAL OF x2

An important calculation comes next. It is the area in Figure 5.6. One region is made
up of rectangles, so its area is a sum ofn pieces. The other region lies under the
parabolavD x2: It cannot be divided into rectangles, and calculus is needed.

The first problem is to findfn D 12 C22 C32 C � � �Cn2: This is a sum of squares,
with f1 D 1 andf2 D 5 andf3 D 14: The goal is to find the pattern in that sequence.
By trying to guessfn we are copying what will soon be done for integrals.

Calculus looks for anf .x/ whose derivative isv.x/: Theref is anantiderivative

Fig. 5.6 Rectangles enclosingvD x2 have area
�

1
3n

3 C 1
2n

2 C 1
6n
�

.�x/3� 1
3 .n�x/

3 D 1
3x

3:

(or an integral). Algebra looks forfn’s whose differences producevn: Herefn could
be called anantidifference(better to call it a sum).

The best start is a good guess. Copying directly from integrals, we might try
fn D 1

3
n3: To test if it is right, check whetherfn�fn�1 produces onvn D n2:

1
3
n3� 1

3
.n�1/3 D 1

3
n3� 1

3
.n3�3n2 C3n�1/D n2�nC 1

3
:

We seen2, but also�nC 1
3
: The guess1

3
n3 needscorrection terms. To cancel1

3

in the difference, I subtract1
3
n from the sum. To put backn in the difference, I add

1C2C � � �CnD 1
2
n.nC1/ to the sum. The new guess (which should be right) is

fn D 1
3
n3 C 1

2
n.nC1/� 1

3
nD 1

3
n3 C 1

2
n2 C 1

6
n: (7)

To check this answer, verify first thatf1 D 1: Also f2 D 5 and f3 D 14: To be
certain, verify thatfn�fn�1 D n2: For calculus the important term is1

3
n3:

�The goal of real teaching is for thestudentto find the answer. And also the problem.
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The sum
n
P

j D1

j 2 of the firstn squares is
1

3
n3 plus corrections

1

2
n2 and

1

6
n:

In practice 1
3
n3 is an excellent estimate. The sum of the first100 squares is

approximately 1
3
.100/3, or a third of a million. If we need the exact answer,

equation(7) is available: the sum is338;350: Many applications (example: the
number of steps to solve100 linear equations) can settle for1

3
n3:

What is fascinating is the contrast with calculus.Calculus has no correction terms!
They get washed away in the limit of thin rectangles. When the sum is replaced by
the integral (the area), we get an absolutely clean answer:

The integral ofvD x2 from xD 0 to xD n is exactly1
3
n3.

The area under the parabola, out to the pointxD 100, is precisely a third of a million.
We have to explain why, with many rectangles.

The idea is to approach an infinite number of infinitely thin rectangles. A hundred
rectangles gave an area of338;350: Now take a thousand rectangles. Their heights

are
�

1
10

�2
;
�

2
10

�2
; : : : because the curve isvD x2: The base of every rectangle is

�xD 1
10

, and we add heights times base:

area of rectanglesD

�

1

10

�2�
1

10

�

C

�

2

10

�2�
1

10

�

C � � �C�

1000

10

�2�
1

10

�

:

Factor out
�

1
10

�3
:What you have left is12 C22 C � � �C10002, which fits the sum of

squares formula. The exact area of the thousand rectangles is333;833:5: I could try
to guess ten thousand rectangles but I won’t.

Main point: The area is approaching333;333:333 : : : :But the calculations are getting
worse. It is time for algebra—which means that we keep “�x” and avoid numbers.

The interval of length100 is divided inton pieces of length�x: (ThusnD 100=�x:)
Thej th rectangle meets the curvevD x2, so its height is.j�x/2: Its base is�x,
and we add areas:

areaD .�x/2.�x/C .2�x/2.�x/C � � �C .n�x/2.�x/D

n
X

j D1

.j�x/2.�x/:

(8)
Factor out.�x/3, leaving a sum ofn squares. The area is.�x/3 timesfn; andnD

100

�x
:

.�x/3

"

1

3

�

100

�x

�3

C
1

2

�

100

�x

�2

C
1

6

�

100

�x

�

#

D
1

3
1003 C

1

2
1002.�x/C

1

6
100.�x/2:

(9)
This equation shows what is happening. The leading term is a third of a million,

as predicted. The other terms are approaching zero! They contain�x, and as the
rectangles get thinner they disappear. They only account for the small corners of
rectangles that lie above the curve. The vanishing of those corners will eventually be
proved for any continuous functions—the area from the correction terms goes to
zero—but here in equation(9) you see it explicitly.

The area under the curve came from the central idea of integration:100=�x
rectangles of width�x approach the limiting areaD 1

3
.100/3: The rectangular area

is †vj�x: The exact area is
r
v.x/dx: In the limit † becomes

r
and vj be-

comesv.x/ and�x becomesdx:
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That completes the calculation for a parabola. It used the formula for a sum of
squares, which was special. But the underlying idea is much more general. The
limit of the sums agrees with the antiderivative:The antiderivative ofv.x/D x2 is
f .x/D 1

3
x3. According to the Fundamental Theorem, the area underv.x/ is f .x/:

r 100

0
v.x/ dxD f .100/�f .0/D 1

3
.100/3:

That Fundamental Theorem is not yet proved! I mean it is not proved by us. Whether
Leibniz or Newton managed to prove it, I am not quite sure. But it can be done. Start-
ing from sums of differences, the difficulty is that we have too many limits at once.
The sums ofvj�x are approaching the integral. The differences�f=�x approach
the derivative. A real proof has to separate those steps, and Section 5.7 will do it.

Proved or not, you are seeing the main point. What was true for the numbersfj

andvj is true in the limit forv.x/ andf .x/: Now v.x/ can vary continuously, but it
is still the slope off .x/: The reverse of slope is area.

.1C2C3C4/2 D 13 C23 C33 C43

Proof without words by Roger Nelsen (Mathematics Magazine1990).

Finally we review the area undervD x: The sum of1C2C � � �Cn is 1
2
n2 C 1

2
n:

This gives the area ofnD 4=�x rectangles, going out toxD 4: The heights are
j�x, the bases are�x, and we add areas:

4=�x
X

j D1

.j�x/.�x/D .�x/2

"

1

2

�

4

�x

�2

C
1

2

�

4

�x

�

#

D 8C2�x: (10)

With �xD 1 the area is1C2C3C4D 10:With eight rectangles and�xD 1
2
, the

area was8C2�xD 9: Sixteen rectangles of width1
4

brought the correction2�x

down to 1
2
: The exact area is8: The error is proportional to�x.

Important note There you see a question in applied mathematics. If there is an
error, what size is it? How does it behave as�xÑ 0? The�x term disappears in
the limit, and.�x/2 disappears faster. But to get an error of10�6 we needeight
million rectangles:

2�xD 2 �4=8;000;000D 10�6:

That is horrifying! The numbers10;9;81
2
;81

4
; : : : seem to approach the area8 in

a satisfactory way, but the convergence ismuch too slow. It takes twice as much
work to get one more binary digit in the answer—which is absolutely unacceptable.
Somehow the�x term must be removed. If the correction is.�x/2 instead of�x,
then a thousand rectangles will reach an accuracy of10�6:

The problem is that the rectangles are unbalanced. Their right sides touch the
graph ofv, but their left sides are much too high. The best is to cross the graph in
themiddleof the interval—this is themidpoint rule. Then the rectangle sits halfway
across the linevD x, and the error is zero. Section 5.8 comes back to this rule—and
to Simpson’s rule that fits parabolas and removes the.�x/2 term and is built into
many calculators.
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Finally we try the quick way. The area undervD x is f D 1
2
x2, becausedf=dx

is v: The area out toxD 4 is 1
2
.4/2 D 8: Done.

Fig. 5.7 Endpoint rules: error� 1=(work)� 1=n:Midpoint rule is better: error� 1=.work/2:

Optional: pth powers Our sums are following a pattern. First,1C � � �Cn is 1
2
n2

plus 1
2
n: The sum of squares is1

3
n3 plus correction terms.The sum ofpth powers

is
1p C2p C � � �Cnp D

1

pC1
npC1 plus correction terms: (11)

192The correction involves lower powers ofn, and you know what is coming.Those
corrections disappear in calculus. The area undervD xp from 0 to n is» n

xD0

xp dxD lim
�xÑ0

n=�x
X

j D1

.j�x/p.�x/D
1

pC1
npC1: (12)

Calculus doesn’t care if the upper limitn is an integer, and it doesn’t care if the
powerp is an integer. We only needpC1¡ 0 to be surenpC1 is genuinely the
leading term.The antiderivative ofvD xp is f D xpC1=.pC1/.

We are close to interesting experiments. The correction terms disappear and the sum
approaches the integral. Here are actual numbers forpD 1, when the sum and integral
are easy:Sn D 1C � � �Cn andIn D

r
x dxD 1

2
n2: The difference isDn D 1

2
n: The

thing to watch is therelative errorEn DDn=In:

n Sn In Dn DSn�In En DDn=In

100 5050 5000 50 :010

200 20100 20000 100 :005

The number20;100 is 1
2
.200/.201/: Please write down the next linenD 400, and

please find a formula forEn. You can guessEn from the table, or you can derive
it from knowingSn andIn: The formula should show thatEn goes to zero. More
important, it should show how quick (or slow) that convergence will be.

One more number—a third of a million—was mentioned earlier. It came from
integratingx2 from 0 to 100, which compares to the sumS100 of 100 squares:

n p Sn In D 1
3
n3 DDS�I EDD=I

100 2 338350 3333331
3

50162
3

:01505

200 2 2686700 26666662
3

200331
3

:0075125

These numbers suggest a new idea,to keepn fixed and changep. The computer can
find sums without a formula! With its help we go to fourth powers and square roots:

n p S D 1p C � � �Cnp I D npC1=.pC1/ DDS�I En;p DD=I

100 4 2050333330 1
5
.100/5 50333330 0:0252

100 1
2

671:4629 2
3
.100/3=2 4:7963 0:0072
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In this and future tables we don’t expect exact values. The last entries are rounded
off, and the goal is to see the pattern. The errorsEn;p are sure to obey a systematic
rule—they are proportional to1=n and to an unknown numberC.p/ that depends on
p: I hope you can push the experiments far enough to discoverC.p/: This is not an
exercise with an answer in the back of the book—it is mathematics.

5.3 EXERCISES

Read-through questions

The Greek letter a indicates summation. In†n
1vj the

dummy variable is b . The limits are c , so the first
term is d and the last term is e . When vj D j this
sum equals f . For nD 100 the leading term is g .
The correction term is h . The leading term equals the integral
of vD x from0 to 100, which is written i . The sum is the total

j of 100 rectangles. The correction term is the area between the
k and the l .

The sum†6
iD3

i2 is the same as†4
j D1

m and equals n .

The sum†5
iD4 vi is the same as o viC4 and equals p . For

fn D†n
j D1vj the differencefn�fn�1 equals q .

The formula for 12 C22 C � � �Cn2 is fn D r . To prove
it by mathematical induction, checkf1 D s and check
fn�fn�1 D t . The area under the parabolavD x2 from
xD 0 to xD 9 is u . This is close to the area of v rectan-
gles of base�x: The correction terms approach zero veryw .

1 Compute the numbers
4
P

nD1

1=n and
5
P

iD2

.2i�3/:
2 Compute

3
P

j D0

.j 2�j / and
n
P

j D1

1=2j :

3 Evaluate the sum
6
P

iD0

2i and
n
P

iD0

2i :

4 Evaluate
6
P

iD1

.�1/ii and
n
P

j D1

.�1/jj:
5 Write these sums in sigma notation and compute them:

2C4C6C � � �C100 1C3C5C � � �C199 1� 1
2

C
1

3
� 1
4

6 Express these sums in sigma notation:

v1�v2 Cv3�v4 v1w1 Cv2w2 C � � �Cvnwn v1 Cv3 Cv5

7 Convert these sums to sigma notation:

a0 Ca1xC � � �Canx
n sin

2�

n
Csin

4�

n
C � � �Csin2�

8 The binomial formula uses coefficients

 

n

j

!

D
nŠ

j Š.n�j /Š :
.aCb/n D

 

n

0

!

an C

 

n

1

!

an�1bC � � �C 

n

n

!

bn D
n
P

j D0

bj :

9 With electronic help compute
100
P

1

1=j and
1000
P

1

1=j:

10 On a computer find
10
P

0

.�1/j =j Š times
10
P

0

1=j Š

11 Simplify
n
P

iD1

.ai Cbi /
2 C

n
P

iD1

.ai �bi /
2 to

n
P

iD1

:

12 Show that

 

n
P

iD1

ai

!2

¤
n
P

iD1

a2
i

and
n
P

iD1

aibi ¤
n
P

j D1

aj

n
P

kD1

bk :

13 “Telescope” the sums
n
P

kD1

.2k�2k�1/ and
10
P

j D1

�

1

j C1
� 1

j

�

:

All but two terms cancel.

14 Simplify the sums
n
P

j D1

.fj �fj�1/ and
12
P

j D3

.fj C1�fj /:

15 True or false: (a)
8
P

j D4

vj D
6
P

iD2

vi�2 (b)
9
P

iD1

vi D
11
P

iD3

vi�2

16
n
P

iD1

vi D
n�1
P

j D0

and
6
P

iD0

i2 D
8
P

iD2

:

17 The antiderivative ofd2f=dx2 is df=dx: What is the sum
.f2�2f1 Cf0/C.f3�2f2 Cf1/C � � �C.f9�2f8 Cf7/?

18 Induction: Verify that 12 C22 C � � �Cn2 is fn D

n.nC1/.2nC1/=6 by checking that f1 is correct and
fn�fn�1 Dn2:

19 Prove by induction:1C3C � � �C.2n�1/Dn2:

20 Verify that 13 C23 C � � �Cn3 is fn D 1
4n

2.nC1/2 by
checkingf1 andfn�fn�1: The text has aproof without words.

21 Supposefn has the form anCbn2 Ccn3: If you know
f1 D 1, f2 D 5, f3 D 14, turn those into three equations for
a, b, c: The solutionsaD 1

6 , bD 1
2 , cD 1

3 give what formula?

22 Findq in the formula18 C � � �Cn8 D qn9C correction.

23 Add nD 400 to the table forSn D 1C � � �Cn and find the
relative errorEn: Guess and prove a formula forEn:

24 Add nD 50 to the table forSn D 12 C � � �Cn2 and compute
E50: Find an approximate formula forEn:

25 Add pD 1
3 and pD 3 to the table for S100;p D

1p C � � �C100p : Guess an approximate formula forE100;p :
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26 GuessC.p/ in the formulaEn;p �C.p/=n:
27 Show that|1�5|   |1|C |�5|: Always |v1 Cv2|  |v1|C |v2|
unless :

28 Let S be the sum 1CxCx2 C � � � of the (infinite)
geometric series. ThenxS D xCx2 Cx3 C � � � is the same asS
minus : ThereforeS D : None of this makes sense if
xD 2 because :

29 The double sum
2
P

iD1

"

3
P

j D1

.iCj /

#

is v1 D
3
P

iD1

.1Cj / plus

v2 D
3
P

j D1

.2Cj /: Computev1 andv2 and the double sum.

30 The double sum
2
P

iD1

 

3
P

j D1

wi;j

!

is .w1;1 Cw1;2 Cw1;3/C

: The double sum
3
P

j D1

 

2
P

iD1

wi;j

!

is .w1;1 Cw2;1/C

.w1;2 Cw2;2/C : Compare.

31 Find the flaw in the proof that 2n D 1 for every
nD 0;1;2; : : : : For nD 0 we have 20 D 1: If 2n D 1 for every
n N; then2N D 2N�1 �2N�1=2N�2 D 1 �1=1D 1:

32 Write out all terms to see why the following are true:

3
X

1

4vj D 4

3
X

1

vj

2
X

iD1

0

@

3
X

j D1

uivj

1

AD

 

2
X

1

ui

! 

3
X

1

vj

!

33 The average of 6;11;4 is NvD 1
3 .6C11C4/: Then

.6� Nv/C.11� Nv/C.4� Nv/D : The average ofv1; : : : ;vn

is NvD : Prove that†.vi � Nv/D 0:

34 TheSchwarz inequalityis

�

n
P

1

aibi

�2¤� n
P

1

a2
i

��

n
P

1

b2
i

�

:

Compute both sides ifa1 D 2, a2 D 3, b1 D 1, b2 D 4: Then
compute both sides for anya1; a2; b1; b2: The proof in
Section 11.1 uses vectors.

35 Supposen rectangles with base�x touch the graph of
v.x/ at the pointsxD�x; 2�x; : : : ; n�x: Express the total
rectangular area in sigma notation.

36 If 1=�x rectangles with base�x touch the graph ofv.x/ at
the left end of each interval (thus atxD 0;�x;2�x; : : :) express the
total area in sigma notation.

37 The sum�x
1=�x
P

j D1

f .j�x/�f ..j �1/�x/
�x

equals :

In the limit this becomes
r 1

0 dxD :
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5.4 Indefinite Integrals and Substitutions

This section integrates the easy way, by looking for antiderivatives. We leave aside
sums of rectangular areas, and their limits as�xÑ 0: Instead we search for anf .x/
with the required derivativev.x/: In practice, this approach is more or less
independent of the approach through sums—but it gives the same answer. And also,
the search for an antiderivative may not succeed. We may not findf: In that case
we go back to rectangles, or on to something better in Section 5.8.

A computer is ready to integratev, but not by discoveringf: It integrates
between specified limits, to obtain anumber (the definite integral). Here we hope
to find afunction (the indefinite integral). That requires a symbolic integration code
like MACSYMA or Mathematicaor MAPLE, or a reasonably nicev.x/, or both.
An expression forf .x/ can have tremendous advantages over a list of numbers.

Thus our goal is to find antiderivatives and use them. The techniques will be further
developed in Chapter 7—this section is short but good. First we write down what
we know.On each line,f .x/ is an antiderivative ofv.x/ becausedf=dxD v.x/.

Known pairs Function v.x/ Antiderivativef .x/

Powers ofx xn xnC1=.nC1/CC

nD�1 is not included, becausenC1 would be zero.vD x�1 will lead us
to f D ln x:

Trigonometric functions cosx sin xCC

sin x �cosxCC

sec2x tanxCC

csc2x �cotxCC

secx tanx secxCC

cscx cotx �cscxCC

Inverse functions 1=
?
1�x2 sin�1xCC

1=.1Cx2/ tan�1xCC

1=|x|?x2�1 sec�1xCC

You recognize that each integration formula came directly from a differentiation
formula. The integral of the cosine is the sine, because the derivative of the sine is
the cosine. For emphasis we list three derivatives above three integrals:

d

dx
(constant)D0

d

dx
.x/D1

d

dx

�

xnC1

nC1

�

Dxn»
0 dxDC

»
1 dxDxCC

»
xndxD

xnC1

nC1
CC

There are two ways to make this list longer. One is to find the derivative of a new
f .x/: Thenf goes in one column andvD df=dx goes in the other co1umn.� The
other possibility is to use rules for derivatives to find rules for integrals. That is the
way to extend the list, enormously and easily.

�We will soon meetex , which goes inboth columns. It is f .x/ and alsov.x/:
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RULES FOR INTEGRALS

Among the rules for derivatives, three were of supreme importance. They were
linearity, theproduct rule, and thechain rule. Everything flowed from those three.
In the reverse direction (fromv to f ) this is still true. The three basic methods of
differential calculus also dominate integral calculus:

linearity of derivativesÑ linearity of integrals

product rule for derivativesÑ integration by parts

chain rule for derivativesÑ integrals by substitution

The easiest is linearity, which comes first. Integration by parts will be left for
Section 7.1. This section starts on substitutions, reversing the chain rule to make an
integral simpler.

LINEARITY OF INTEGRALS

What is the integral ofv.x/Cw.x/? Add the two separate integrals. The graph of
vCw has two regions below it, the area underv and the area fromv to vCw:
Adding areas gives the sum rule. Supposef andg are antiderivatives ofv andw:

sum rule: f Cg is an antiderivative of vCw

constant rule: cf is an antiderivative of cv

linearity: af Cbg is an antiderivative of avCbw

This is a case of overkill. The first two rules are special cases of the third, so logically
the last rule is enough. However it is so important to deal quickly with constants— just
“ factor them out”—that the rulecvØ cf is stated separately. The proofs come from
the linearity of derivatives:.af Cbg/1 equalsaf 1Cbg1 which equalsavCbw.
The rules can be restated with integral signs:

sum rule:
r �
v.x/Cw.x/

�

dxD
r
v.x/ dxC

r
w.x/ dx

constant rule:
r
cv.x/ dxD c

r
v.x/ dx

linearity:
r �
av.x/Cbw.x/

�

dxD a
r
v.x/ dxCb

r
w.x/ dx

Note about the constant inf .x/CC . All antiderivatives allow the addition of a
constant. For a combination likeav.x/Cbw.x/, the antiderivative is
af .x/Cbg.x/CC: The constants for each part combine into a single constant.
To give all possible antiderivatives of a function, just remember to write “CC ” after
one of them. The real problem is to find that one antiderivative.

EXAMPLE 1 The antiderivative ofvD x2 Cx�2 is f D x3=3C .x�1/=.�1/CC:

EXAMPLE 2 The antiderivative of6 costC7 sin t is 6 sin t�7 costCC:

EXAMPLE 3 Rewrite
1

1�sinx
as

1�sinx

1�sin2x
D
1�sinx

cos2x
D sec2x�secx tanx:

The antiderivative istanx�secxCC: That rewriting is done by a symbolic algebra
code (or by you). Differentiation is often simple, so most people check that
df=dxD v.x/:

Question How to integratetan2x?
Method Write it assec2x�1: Answer tanx�xCC:
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INTEGRALS BY SUBSTITUTION

We now present the most valuable technique in this section—substitution. To see the
idea, you have to remember the chain rule:

f .g.x// has derivative f 1.g.x//.dg=dx/
sinx2 has derivative .cosx2/.2x/

.x3 C1/5 has derivative 5.x3 C1/4.3x2/

If the function on the right is given, the function on the left is its antiderivative!
There are two points to emphasize right away:

1. Constants are no problem—they can always be fixed.Divide by2 or 15:»
x cos.x/2dxD

1

2
sin.x2/CC

»
x2.x3 C1/4dxD

1

15
.x3 C1/5 CC

Notice the2 from x2, the5 from the fifth power, and the3 from x3:

2. Choosing the inside functiong (or u) commits us to its derivative:

the integral of2x cosx2 is sinx2 CC .gD x2;dg=dxD 2x/

the integral ofcosx2 is (failure) .nodg=dx/

the integral ofx2 cosx2 is (failure) .wrongdg=dx/

To substituteg for x2, we need its derivative. The trick is to spot an inside function
whose derivative is present. We can fix constants like2 or 15; but otherwisedg=dx
has to be there.Very often the inside functiong is writtenu. We use that letter to
state thesubstitution rule, whenf is the integral ofv:»

v.u.x//
du

dx
dxD f .u.x//CC: (1)

EXAMPLE 4
r

sinx cosx dxD 1
2
.sin x/2 CC uD sinx (compare Example 6)

EXAMPLE 5
r

sin2x cosx dxD 1
3
.sin x/3 CC uD sinx

EXAMPLE 6
r

cosx sin x dxD�1
2
.cosx/2 CC uD cosx (compare Example 4)

EXAMPLE 7
r

tan4x sec2x dxD 1
5
.tanx/5 CC uD tanx

The next example hasuD x2�1 anddu=dxD 2x: The key step is choosingu:

EXAMPLE 8
r
x dx=

?
x2�1D

?
x2�1CC

³
x
?
x2�1 dxD 1

3
.x2�1/3=2 CC

A shift of x (to xC2) or amultiple of x (rescaling to2x) is particularly easy:

EXAMPLES 9–10
r
.xC2/3dxD 1

4
.xC2/4 CC

r
cos2x dxD 1

2
sin 2xCC

You will soon be able to do those in your sleep. Officially the derivative of.xC2/4

uses the chain rule. But the inside functionuD xC2 hasdu=dxD 1: The “1” is
there automatically, and the graph shifts over—as in Figure 5.8b.

For Example 10 the inside function isuD 2x: Its derivative isdu=dxD 2: This
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Fig. 5.8 SubstitutinguDxC1 anduD 2x anduD x2: The last graph has half ofdu=dxD 2x:

required factor2 is missing in
r

cos2x dx, but we put it there by multiplying and
dividing by2: Check the derivative of1

2
sin 2x: the2 from the chain rule cancels the

1
2
: The rule for any nonzero constant is similar:»

v.xCc/ dxD f .xCc/ and

»
v.cx/ dxD

1

c
f .cx/: (2)

Squeezing the graph byc divides the area byc: Now 3xC7 rescalesandshifts:

EXAMPLE 11
r

cos.3xC7/ dxD 1
3

sin.3xC7/CC
r
.3xC7/2dxD 1

3
� 1

3
.3xC7/3 CC

Remark on writing down the stepsWhen the substitution is complicated, it is a
good idea to getdu=dx where you need it. Here3x2 C1 needs6x:»

7x.3x2 C1/4dxD
7

6

»
.3x2 C1/46x dxD

7

6

»
u4du

dx
dx

Now integrate:
7

6

u5

5
CC D

7

6

.3x2 C1/5

5
CC: (3)

Check the derivative at the end. The exponent5 cancels5 in the denominator,
6x from the chain rule cancels6, and7x is what we started with.

Remark on differentials In place of.du=dx/dx, many people just writedu:
r
.3x2 C1/46x dxD

r
u4duD 1

5
u5 CC: (4)

This really shows how substitution works.We switch fromx to u, and we also
switch fromdx to du. The most common mistake is to confusedx with du: The
factordu=dx from the chain rule is absolutely needed, to reachdu: The change of
variables (dummy variables anyway!) leaves an easy integral, and thenu turns back
into 3x2 C1: Here are the four steps to substituteu for x:

1. Chooseu.x/ and computedu=dx
2. Locatev.u/ timesdu=dx timesdx, or v.u/ timesdu
3. Integrate

r
v.u/ du to findf .u/CC

4. Substituteu.x/ back into this antiderivativef:

EXAMPLE 12
r
.cos

?
x/ dx=2

?
xD

r
cosu duD sinuCC D sin

?
xCC

(put in u) (integrate) (put backx)

The choice ofu must be right, to change everything fromx to u: With ingenuity,
some remarkable integrals are possible. But most will remain impossible forever.

The functionscosx2 and1=
a
4�sin2x have no “elementary” antiderivative. Those

integrals are well defined and they come up in applications—the latter gives the
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distance around an ellipse. That can be computed to tremendous accuracy, but not
to perfect accuracy.

The exercises concentrate on substitutions, which need and deserve practice. We
give anonexample—

r
.x2 C1/2dx does not equal1

3
.x2 C1/3—to emphasize the

need fordu=dx: Since2x is missing,uD x2 C1 does not work. But we can fix up
� : »

sin�x dxD

»
sinu

du

�
D� 1

�
cosuCC D� 1

�
cos�xCC:

5.4 EXERCISES

Read-through questions

Finding integrals by substitution is the reverse of thea rule.
The derivative of .sinx/3 is b . Therefore the antideriva-
tive of c is d . To compute

r
.1Csin x/2 cosx dx,

substitute uD e . Then du=dxD f so substitute
duD g . In terms of u the integral is

r
h = i .

Returning tox gives the final answer.

The best substitutions for
r

tan.xC3/sec2.xC3/ dx

and
r
.x2 C1/10x dx are uD j and uD k . Then

duD l and m . The answers are n and o .
The antiderivative of v dv=dx is p .

r
2x dx=.1Cx2/

leads to
r

q , which we don’t yet know. The integral
r
dx=.1Cx2/ is known immediately as r .

Find the indefinite integrals in 1–20.

1
r ?

2Cx dx (addCC )

3
r
.xC1/n dx

5
r
.x2 C1/5x dx

7
r

cos3x sin x dx

9
r

cos3 2x sin2x dx

2
r ?

3�x dx (alwaysCC )

4
r
.xC1/�n dx

6
r ?

1�3x dx
8

r
cosx dx=sin3x

10
r

cos3x sin 2x dx

11
r
dt=

a
1� t2

13
r
t3dt=

?
1C t2

15
r
.1C

?
x/ dx=

?
x

17
r

secx tanx dx

19
r

cosx tanx dx

12
r
t
a
1� t2 dt

14
r
t3
a
1� t2 dt

16
r
.1Cx3=2/

?
x dx

18
r

sec2x tan2x dx

20
r

sin3x dx

In 21–32 find a function y.x/ that solves the differential
equation.

21 dy=dxD x2 C
?
x

23 dy=dxD
?
1�2x 22 dy=dxD y2 (try yD cxn)

24 dy=dxD 1=
?
1�2x

25 dy=dxD 1=y

27 d2y=dx2 D 1

29 d2y=dx2 D�y
31 d2y=dx2 D

?
x

26 dy=dxD x=y

28 d5y=dx5 D 1

30 dy=dxD
?
xy

32 .dy=dx/2 D
?
x

33 True or false, whenf is an antiderivative ofv:

(a)
r
v.u.x// dxD f .u.x//CC

(b)
r
v2.x/ dxD 1

3f
3.x/CC

(c)
r
v.x/.du=dx/ dxD f .u.x//CC

(d)
r
v.x/.dv=dx/ dxD 1

2f
2.x/CC

34 True or false, whenf is an antiderivative ofv:

(a)
r
f .x/.dv=dx/dxD 1

2f
2.x/CC

(b)
r
v.v.x//.dv=dx/dxD f .v.x//CC

(c) Integral is inverse to derivative sof .v.x//D x

(d) Integral is inverse to derivative so
r
.df =dx/ dxDf .x/

35 If df=dxD v.x/ then
r
v.x�1/ dxD andr

v.x=2/ dxD :

36 If df=dxD v.x/ then
r
v.2x�1/ dxD andr

v.x2/x dxD :

37
x2

1Cx2
D 1� 1

1Cx2
so
»
x2dx

1Cx2
D :

38
r
.x2 C1/2dx is not 1

3 .x
2 C1/3 but :

39
r
2x dx=.x2 C1/ is

r
du which will soon be lnu:

40 Show that
r
2x3dx=.1Cx2/3 D

r
.u�1/du=u3 D :

41 The accelerationd2f=dt2 D 9:8 gives f .t/D (two
integration constants).

42 The solution tod4y=dx4 D 0 is (four constants).

43 If f .t/ is an antiderivative ofv.t/, find antiderivatives of

(a) v.tC3/ (b) v.t/C3 (c) 3v.t/ (d) v.3t/:
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5.5 The Definite Integral

The integral ofv.x/ is an antiderivativef .x/ plus a constantC . This section takes
two steps. First, we chooseC . Second, we constructf .x/. The object isto define
the integral—in the most frequent case when a suitablef .x/ is not directly known.

The indefinite integral contains “CC .” The constant is not settled because
f .x/CC has the same slope for everyC . When we care only about the derivative,
C makes no difference. When the goal is a number—adefinite integral—C can be
assigned a definite value at the starting point.

For mileage traveled,we subtract the reading at the start. This section does
the same for area. Distance isf .t/ and area isf .x/—while the definite integral
is f .b/�f .a/. Don’t pay attention tot or x, pay attention to the great formula of
integral calculus: » b

a

v.t/ dt D

» b

a

v.x/ dxD f .b/�f .a/: (1)

Viewpoint1 W Whenf is known, the equation gives the area froma to b.
Viewpoint2 W Whenf is not known, the equation definesf from the area.

For a typicalv.x/, we can’t findf .x/ by guessing or substitution. But stillv.x/ has
an “area” under its graph—and this yields the desired integralf .x/.

Most of this section is theoretical, leading to the definition of the integral. You may
think we should have defined integrals before computing them—which is logically
true. But the idea of area (and the use of rectangles) was already pretty clear in our
first examples. Now we go much further.Every continuous functionv.x/ has an
integral (also some discontinuous functions). Then the Fundamental Theorem com-
pletes the circle: The integral leads back todf=dxD v.x/. The area up tox is the
antiderivative that we couldn’t otherwise discover.

THE CONSTANT OF INTEGRATION

Our goal is to turnf .x/CC into a definite integral— the area betweena andb. The
first requirement is to haveareaD zeroat the start:

f .a/CC D starting areaD 0 so C D�f .a/: (2)

For the area up tox (moving endpoint, indefinite integral), uset as the dummy
variable:

the area froma to x is
r x

a
v.t/ dtD f .x/�f .a/ (indefinite integral)

the area froma to b is
r b

a
v.x/ dxD f .b/�f .a/ (definite integral)

EXAMPLE 1 The area under the graph of5.xC1/4 from a to b has
f .x/D .xC1/5:

r b

a
5.xC1/4dxD .xC1/5

ib

a
D .bC1/5� .aC1/5:

The calculation has two separate steps—first findf .x/, then substituteb anda. After
the first step, check thatdf=dx is v. The upper limit in the second step givesplus
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f .b/, the lower limit givesminusf .a/. Notice the brackets (or the vertical bar):

f .x/
�b

a
D f .b/�f .a/ x3j21 D 8�1 �

cosx
�2t

0
D cos2t�1:

Changing the example tof .x/D .xC1/5�1 gives an equally good antiderivative—
and nowf .0/D 0. Butf .b/�f .a/ stays the same, because the�1 disappears:

h

.xC1/5�1ib

a
D ..bC1/5�1/� ..aC1/5�1/D .bC1/5� .aC1/5:

EXAMPLE 2 When vD 2x sin x2 we recognizef D �cosx2. The area from
0 to 3 is r 3

0
2x sinx2 dxD�cosx2

i3

0
D�cos9Ccos0:

The upper limit copies the minus sign. The lower limit gives�.�cos0/, which is
Ccos0. That example shows the right form for solving exercises on definite
integrals.

Example 2 jumped directly tof .x/D�cosx2. But most problems involving the
chain rule go more slowly—bysubstitution. SetuD x2, with du=dxD 2x:» 3

0

2x sinx2 dxD

» 3

0

sinu
du

dx
dxD

» ‹

‹

sinu du: (3)

We need new limits whenu replacesx2. Those limits onu area2 andb2. (In this
casea2 D 02 andb2 D 32 D 9.) If x goes froma to b, thenu goes fromu.a/ to
u.b/. » b

a

v.u.x//
du

dx
dx D

» u.b/

u.a/

v.u/ duD f .u.b//�f .u.a//: (4)

EXAMPLE 3

» 1

xD0

.x2 C5/3x dxD

» 6

uD5

u3 du

2
D
u4

8

#6

5

D
64

8
� 54

8
.

In this caseuD x2 C5. Thereforedu=dxD 2x (or duD 2x dx for differentials).
We have to account for the missing2. The integral is1

8
u4. The limits onuD x2 C5

areu.0/D 02C5 andu.1/D 12 C5. That is why theu-integral goes from5 to 6.
The alternative is to findf .x/D 1

8
.x2 C5/4 in one jump (and check it).

EXAMPLE 4
r 1

0
sinx2 dxD?? (no elementary function gives this integral).

If we try cosx2, the chain rule produces an extra2x—no adjustment will work. Does
sinx2 still have an antiderivative?Yes! Every continuousv.x/ has anf .x/. Whether
f .x/ has an algebraic formula or not, we can write it as

r
v.x/dx. To define that

integral, we now take the limit of rectangular areas.

INTEGRALS AS LIMITS OF “RIEMANN SUMS”

We have come to thedefinition of the integral. The chapter started with the
integrals ofx andx2, from formulas for1C � � �Cn and12 C � � �Cn2. We will not
go back to those formulas. But for other functions, too irregular to find exact sums,
the rectangular areas also approach a limit.

That limit is the integral. This definition is a major step in the theory of calculus.
It can be studied in detail, or understood in principle. The truth is that the definition
is not so painful—you virtually know it already.
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Problem Integrate the continuous functionv.x/ over the intervalŒa;b�.
Step 1 Split Œa;b� into n subintervalsŒa;x1�; Œx1;x2�; : : : ; Œxn�1;b�.

The “meshpoints”x1;x2; : : : divide up the interval froma to b. The endpoints are
x0 D a andxn D b. The length of subintervalk is�xk D xk�xk�1. In that smaller
interval, the minimum ofv.x/ ismk . The maximum isMk .

Now construct rectangles. The “lower rectangle” over intervalk has heightmk .
The “upper rectangle” reaches toMk . Sincev is continuous, there are pointsxmin

andxmax wherevDmk andvDMk (extreme value theorem).The graph ofv.x/
is in between.

Important: The area underv.x/ contains the area “s” of the lower rectangles:
r b

a
v.x/ dx ¥ m1�x1 Cm2�x2 C � � � C mn�xn D s: (5)

Thearea underv.x/ is contained in the area “S ” of the upper rectangles:
r b

a
v.x/dx ¤M1�x1 CM2�x2 C � � �CMn�xn D S: (6)

The lower sums and theupper sumS were computed earlier in special cases—
whenv wasx or x2 and the spacings�x were equal. Figure 5.9a shows whys¤
area¤S .

Fig. 5.9 Area of lower rectanglesD s: Upper sumS includes top pieces. Riemann sumS�
is in between.

Notice an important fact. When a new dividing pointx1 is added,the lower sum
increases. The minimum in one piece can be greater (see second figure) than the
originalmk . Similarly the upper sum decreases. The maximum in one piece can be
below the overall maximum.As new points are added,s goes up andS comes
down. So the sums come closer together:

s ¤ s1 ¤ ¤ S 1 ¤ S: (7)

I have left space in between for the curved area—the integral ofv.x/.
Now add more and more meshpoints in such a way that�xmaxÑ 0. The lower

sums increase and the upper sums decrease. They never pass each other.If v.x/ is
continuous, those sums close in on a single numberA. That number is the definite
integral—the area under the graph.

DEFINITION The areaA is the common limit of the lower and upper sums:

sÑA andSÑA as�xmaxÑ 0: (8)

This limitA exists for all continuousv.x/, and also for some discontinuous functions.
When it exists,A is the “Riemann integral” of v.x/ from a to b.
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REMARKS ON THE INTEGRAL

As for derivatives, so for integrals: The definition involves a limit. Calculus is built
on limits, and we always add “if the limit exists.” That is the delicate point. I hope the
next five remarks (increasingly technical) will help to distinguish functions that are
Riemann integrablefrom functions that are not.

Remark 1 The sumss andS may fail to approach the same limit. A standard
example hasV.x/D 1 at all fractionsxDp=q, andV.x/D 0 at all other points.
Every interval contains rational points (fractions) and irrational points (nonrepeating
decimals).Thereforemk D 0 andMk D 1. The lower sum is alwayssD 0. The upper
sum is alwaysS D b�a (the sum of1’s times�x’s). The gap in equation(7) stays
open. This functionV.x/ is not Riemann integrable. The area under its graph is not
defined (at least by Riemann—see Remark5).

Remark 2 Thestep functionU.x/ is discontinuous but still integrable. On every
interval the minimummk equals the maximumMk—except on the interval contain-
ing the jump. That jump interval hasmk D 0 andMk D 1. But when we multiply by
�xk, and require�xmaxÑ 0, the difference betweens andS goes to zero. The area
under a step function is clear—the rectangles fit exactly.

Remark 3 With patience another key step could be proved:If sÑA andSÑA
for one sequence of meshpoints, then this limitA is approached by every choice
of meshpoints with�xmaxÑ 0. The integral is the lower bound of all upper sums
S , and it is the upper bound of all possibles—provided those bounds are equal. The
gap must close, to define the integral.

The same limitA is approached by “in-between rectangles.” The heightv.x�
k
/ can

be computed at any pointx�
k

in subintervalk. See Figures 5.9c and 5.10. Then the
total rectangular area is a “Riemann sum” betweens andS :

S� D v .x�1 /�x1 Cv.x�2 /�x2 C � � �C v.x�n /�xn: (9)

We cannot tell whether the true area is above or belowS�. Very oftenA is closer toS�
than tos orS . Themidpoint ruletakesx� in the middle of its interval (Figure 5.10),
and Section 5.8 will establish its extra accuracy. The extreme sumss andS are used
in the definition whileS� is used in computation.

Fig. 5.10 Various positions forx�
k

in the base. The rectangles have heightv.x�
k
/.

Remark 4 Every continuous function is Riemann integrable. The proof is op-
tional (in my class), but it belongs here for reference. It starts with continuity atx�:
“For any " there is aı . . ..” When the rectangles sit betweenx��ı andx�Cı,
the boundsMk andmk differ by less than2". Multiplying by the base�xk , the ar-
eas differ by less than2".�xk/. Combining all rectangles, the upper and lower sums
differ by less than2".�x1 C�x2 C � � �C�xn/D 2".b�a/.



258 5 Integrals

As "Ñ 0 we conclude thatS comes arbitrarily close tos. They squeeze in on a
single numberA. The Riemann sums approach the Riemann integral,if v is continu-
ous.

Two problems are hidden by that reasoning. One is at the end, whereS ands come
together. We have to know that the line of real numbers has no “holes,” so there is a
numberA to which these sequences converge. That is true.

Any increasing sequence, if it is bounded above, approaches a limit.

The decreasing sequenceS , bounded below, converges to the same limit. SoA exists.
The other problem is about continuity. We assumed without saying so that the width

2ı is the same around every pointx�. We did not allow for the possibility thatı might
approach zero wherev.x/ is rapidly changing—in which case an infinite number of
rectangles could be needed. Our reasoning requires that

v.x/ is uniformly continuous: ı depends on" but not on the position ofx�.

For each" there is aı that works at all points in the interval.A continuous function
on a closed interval isuniformly continuous. This fact (proof omitted) makes the
reasoning correct, andv.x/ is integrable.

On an infinite interval, evenvD x2 is not uniformly continuous. It changes across a
subinterval by.x�Cı/2� .x��ı/2 D 4x�ı. Asx� gets larger,ımust get smaller—
to keep4x�ı below". No singleı succeeds at allx�. But on a finite intervalŒ0;b�,
the choiceıD "=4b works everywhere—sovD x2 is uniformly continuous.

Remark 5 If those four remarks were fairly optional, this one is totally at your
discretion. Modern mathematics needs to integrate the zero-one functionV.x/ in the
first remark. SomehowV has more0’s than1’s. The fractions (whereV.x/D 1) can
be put in a list, but the irrational numbers (whereV.x/D 0) are “uncountable.” The
integral ought to be zero, but Riemann’s upper sums all involveMk D 1.

Lebesgue discovered a major improvement. He allowedinfinitely many subinter-
vals (smaller and smaller). Then all fractions can be covered with intervals of total
width ": (Amazing, when the fractions are packed so densely.) The idea is to cover
1=q;2=q; : : : ;q=q by narrow intervals of total width"=2q. Combining all
qD 1;2;3; : : : ; the total width to cover all fractions is no more than
"
�

1
2

C 1
4

C 1
8

C � � ��D ". SinceV.x/D 0 everywhere else, the upper sumS is only
". And since" was arbitrary, the “Lebesgue integral” is zero as desired.

That completes a fair amount of theory, possibly more than you want or need—
but it is satisfying to get things straight. The definition of the integral is still being
studied by experts (and so is the derivative, again to allow more functions). By
contrast, thepropertiesof the integral are used by everybody. Therefore the next
section turns from definition to properties, collecting the rules that are needed in
applications. They are very straightforward.
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5.5 EXERCISES

Read-through questions

In
r x

av.t/ dt D f .x/CC , the constant C equals a .
Then at xD a the integral is b . At xD b the integral
becomes c . The notation f .x/�ba means d . Thus
cosx��0 equals e . Also ŒcosxC3��0 equals f , which
shows why the antiderivative includes an arbitrary g .

Substituting uD 2x�1 changes
r 3

1

?
2x�1 dx into h

(with limits onu).
The integral

r b
av.x/dx can be defined for any i function

v.x/, even if we can’t find a simple j . First the meshpoints
x1;x2; : : : divide Œa;b� into subintervals of length�xk D k .
The upper rectangle with base�xk has heightMk D l .The up-
per sum S is equal to m . The lower sums is n . The

o is betweens andS . As more meshpoints are added,S p
and s q . If S and s approach the same r , that defines
the integral. The intermediate sumsS�, named after s , use
rectangles of heightv.x�

k
/. Herex�

k
is any point between t ,

and S� D u approaches the area.

I f v.x/D df=dx, what constantsC make 1–10 true?

1
r b

2 v.x/ dxD f .b/CC

2
r 4

1 v.x/ dxD f .4/CC

3
r 3

x v.t/ dt D�f .x/CC
4

r b
�=2 v.sinx/cosx dxD f .sinb/CC

5
r x

1 v.t/ dt D f .t/CC (careful)

6 df=dxD v.x/CC

7
r 1

0 .x
2�1/32x dxD

r C�1u
3 du.

8
r x2

0 v.t/ dt D f .x2/CC

9
r b

a v.�x/dxDC (change�x to t ; alsodx and limits)

10
r 2

0 v.x/ dxDC
r 1

0v.2t/ dt .

Chooseu.x/ in 11–18 andchange limits. Compute the integral in
11-16.

11
r 1

0 .x
2 C1/10x dx

13
r �=4

0 tanxsec2x dx

15
r �=4

0 sec2x tanx dx

17
r 2

1 dx=x (takeuD 1=x)

12
r �=2

0 sin8x cosx dx

14
r 2

0 x
2nC1 dx (takeuD x2)

16
r 1

0 x dx=
a
1�x2

18
r 1

0 x
3.1�x/3 dx .uD 1�x/

With �xD 1
2 in 19–22, find the maximumMk and minimum mk

and upper and lower sumsS and s:

19
r 1

0 .x
2 C1/4 dx

21
r 2

0 x
3 dx

20
r 1

0 sin 2�x dx

22
r 1�1 x dx.

23 Repeat19 and20 with �xD 1
4 and compare with the correct

answer.

24 The differenceS�s in 21 is the area23�x of the far right rect-
angle. Find�x so thatS   4:001.
25 If v.x/ is increasing for a¤x¤ b, the differenceS�s is
the area of the rectangle minus the area of the
rectangle. Those areas approach zero.So every increasing function
on Œa;b� is Riemann integrable.

26 Find the Riemann sumS� for V.x/ in Remark 1; when
�xD 1=n and eachx�

k
is the midpoint. ThisS� is well-behaved

but still V.x/ is not Riemann integrable.

27 W.x/ equals1 atxD 1
2 ;

1
4 ;

1
8 ; : : : ; and elsewhereW.x/D 0. For

�xD :01 find the upper sumS . IsW.x/ integrable?

28 Suppose M.x/ is a multistep function with jumps of
1
2 ;

1
4 ;

1
8 ; : : : ; at the pointsxD 1

2 ;
1
4 ;

1
8 ; : : :. Draw a rough graph with

M.0/D 0 andM.1/D 1. With�xD 1
3 find S ands.

29 For M.x/ in Problem 28 find the differenceS�s (which
approaches zero as�xÑ 0). What is the area under the graph?

30 If df=dxD�v.x/ andf .1/D 0, explainf .x/D
r 1

x v.t/ dt .

31 (a) If df=dxD Cv.x/ andf .0/D 3, findf .x/.

(b) If df=dxD Cv.x/ andf .3/D 0, findf .x/.

32 In your own words define the integral ofv.x/ from a to b.

33 True or false, with reason or example.

(a) Every continuousv.x/ has an antiderivativef .x/.

(b) If v.x/ is not continuous,S and s approach different
limits.

(c) If S ands approachA as�xÑ 0, then all Riemann sums
S� in equation (9) also approachA.

(d) If v1.x/Cv2.x/D v3.x/, their upper sums satisfy
S1 CS2 DS3.

(e) If v1.x/Cv2.x/D v3.x/, their Riemann sums at the
midpointsx�

k
satisfyS�1 CS�2 DS�3 .

(f) The midpoint sum is the average ofS ands.

(g) Onex�
k

in Figure 5.10 gives the exact area.
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5.6 Properties of the Integral and Average Value

The previous section reached the definition of
r b

a
v.x/ dx: But the subject cannot stop

there. The integral was defined in order to be used. Its properties are important, and
its applications are even more important. The definition was chosen so that the
integral has properties that make the applications possible.

One direct application is to theaverage valueof v.x/: The average ofn numbers
is clear, and the integral extends that idea—it produces the average of a whole
continuum of numbersv.x/: This develops from the last rule in the following list
(Property7). We now collect togetherseven basic properties of definite integrals.

The addition rule for
r
Œv.x/Cw.x/�dx will not be repeated—even though this

property of linearity is the most fundamental. We start instead with a different kind of
addition. There is only one functionv.x/, but now there are two intervals.

The integral froma to b is added to its neighbor fromb to c: Their sum is the
integral from a to c. That is the first (not surprising) property in the list.

Property1 Areas over neighboring intervals add to the area over the combined
interval: r b

a
v.x/ dxC

r c

b
v.x/ dxD

r c

a
v.x/ dx: (1)

This sum of areas is graphically obvious (Figure 5.11a). It also comes from the formal
definition of the integral. Rectangular areas obey(1)—with a meshpoint atxD b to
make sure. When�xmax approaches zero, their limits also obey(1). All the normal
rules for rectangular areas are obeyed in the limit by integrals.

Property1 is worth pursuing. It indicates how to define the integral whenaD b:
The integral “fromb to b” is the area over a point, which we expect to be zero. It is.

Property2
r b

b
v.x/ dxD 0:

That comes from Property1 when cD b: Equation(1) has two identical integrals, so
the one fromb to b must be zero. Next we see what happens ifcD a—which makes
the second integral go fromb to a:

What happens whenan integral goes backward? The “lower limit” is now the
larger numberb: The “upper limit”a is smaller. Going backward reverses the sign:

Property3
r a

b
v.x/ dxD�r b

a
v.x/ dxD f .a/�f .b/:

Proof WhencD a the right side of(1) is zero. Then the integrals on the left side
must cancel, which is Property3. In going fromb to a the steps�x are negative.
That justifies a minus sign on the rectangular areas, and a minus sign on the integral
(Figure 5.11b).Conclusion: Property1 holds for any ordering ofa;b;c:

EXAMPLES

» 0

x

t2 dt D�x3

3

» 0

1

dt D�1 » 2

2

dt

t
D 0

Property4 For odd functions
r a�a

v.x/ dxD 0: “Odd” means thatv.�x/D�v.x/:
For even functions

r a�a
v.x/ dxD 2

r a

0
v.x/ dx: “Even” means thatv.�x/D Cv.x/:

The functionsx; x3; x5; : : : are odd. Ifx changes sign, these powers change sign.
The functionssinx and tanx are also odd, together with their inverses. This is an
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important family of functions, andthe integral of an odd function from�a to a
equals zero. Areas cancel:

r a�a
6x5 dxD x6

�a�a
D a6� .�a/6 D 0:

If v.x/ is odd thenf .x/ is even! All powers1;x2;x4; : : : are even functions.Curi-
ous fact: Odd function times even function isodd, but odd number times even number
is even.

For even functions, areas add:
r a�a

cosx dxD sina�sin.�a/D 2sina:

Fig. 5.11 Properties1–4: Add areas, change sign to go backward, odd cancels, even adds.

The next properties involve inequalities. Ifv.x/ is positive, the area under its graph
is positive (not surprising). Now we have a proof: The lower sumss are positive and
they increase toward the area integral. So the integral is positive:

Property5 If v.x/¡ 0 for a  x  b then
r b

a
v.x/ dx¡ 0:

A positive velocity means a positive distance. A positivev lies above a positive area.
A more general statement is true. Supposev.x/ stays between a lower functionl.x/
and an upper functionu.x/: Then the rectangles forv stay between the rectangles for
l andu: In the limit, the area underv (Figure 5.12) is between the areas underl andu:

Property6 If l.x/¤ v.x/¤u.x/ for a¤ x¤ b then

r b

a
l.x/ dx ¤ r b

a
v.x/ dx ¤ r b

a
u.x/ dx: (2)

EXAMPLE 1 cost ¤ 1 ñ r x

0
cost dt ¤ r x

0
1 dt ñ sinx¤ x

EXAMPLE 2 1¤ sec2t ñ r x

0
1 dt ¤ r x

0
sec2t dt ñ x¤ tanx

EXAMPLE 3 Integrating
1

1Cx2
¤ 1 leads totan�1x¤ x:

All those examples are forx¡ 0: You may remember that Section 2.4 used
geometry to provesinh  h  tanh: Examples1–2 seem to give new and shorter
proofs. But I think the reasoning is doubtful. The inequalities were needed to
compute the derivatives (therefore the integrals) in the first place.

Fig. 5.12 Properties5–7: v above zero,v betweenl andu; average value (C balances�).
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Property7 (Mean Value Theorem for Integrals) If v.x/ is continuous, there
is a pointc betweena andb wherev.c/ equals the average value ofv.x/:

v.c/D
1

b�a » b

a

v.x/ dxD “average value ofv.x/:” (3)

This is the same as the ordinary Mean Value Theorem (for the derivative off .x/):

f 1.c/D
f .b/�f .c/

b�a D “average slope off: ” (4)

With f 1 D v; (3) and(4) are the same equation. But honesty makes me admit to a
flaw in the logic. We need the Fundamental Theorem of Calculus to guarantee that
f .x/D

r x

a
v.t/ dt really givesf 1 D v:

A direct proof of(3) places one rectangle across the interval froma to b:Now raise
the top of that rectangle, starting atvmin (the bottom of the curve) and moving up to
vmax (the top of the curve). At some height the area will be just right—equal to the
area under the curve. Then the rectangular area, which is.b�a/ timesv.c/, equals

the curved area
r b

a
v.x/ dx: This is equation(3).

Fig. 5.13 Mean Value Theorem for integrals: area=.b�a/D average heightD v.c/ at somec:

That direct proof uses theintermediate value theorem: A continuous function
v.x/ takes on every height betweenvmin andvmax: At some point (at two points in
Figure 5.12c) the functionv.x/ equals its own average value.

Figure 5.13 shows equal areas above and below the average heightv.c/D
vave.

EXAMPLE 4 The average value of an odd function iszero (between�1 and1):

1

2

» 1�1

x dxD
x2

4

#1�1

D
1

4
� 1
4

D 0

�

note
1

b�a D
1

2

�

For once we knowc: It is the center pointxD 0; wherev.c/D vaveD 0:

EXAMPLE 5 The average value ofx2 is 1
3

(between1 and�1):
1

2

» 1�1

x2 dxD
x3

6

�1�1

D
1

6
���1

6

�

D
1

3

�

note
1

b�a D
1

2

�

Where does this functionx2 equal its average value1
3
? That happens whenc2 D 1

3
,

so c can be either of the points1=
?
3 and�1=?3 in Figure 5.13b. Those are the

Gauss points, which are terrific for numerical integration as Section 5.8 will show.
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EXAMPLE 6 The average value ofsin2x over a period (zero to�) is 1
2
:

1

�

» �

0

sinx2 dxD
x�sinx cosx

2�

��

0

D
1

2

�

note
1

b�a D
1

�

�

The pointc is�=4 or3�=4, wheresin2cD 1
2
: The graph ofsin2x oscillates around

its average value1
2
. See the figure or the formula:

sin2xD 1
2
� 1

2
cos2x: (5)

The steady term is1
2
, the oscillation is�1

2
cos2x: The integral isf .x/D 1

2
x�

1
4

sin 2x, which is the same as1
2
x� 1

2
sin x cosx: This integral ofsin2x will be

seen again. Please verify thatdf=dxD sin2x:

THE AVERAGE VALUE AND EXPECTED VALUE

The “average value” froma to b is the integral divided by the lengthb�a: This
was computed forx andx2 andsin2x, but not explained. It is a major application of
the integral, and it is guided by the ordinary average ofn numbers:

vaveD
1

b�a » b

a

v.x/ dx comes from vaveD
1

n
.v1 Cv2 C � � �Cvn/:

Integration is parallel to summation! Sums approach integrals. Discrete averages
approach continuous averages. The average of1

3
; 2

3
; 3

3
is 2

3
: The average of1

5
; 2

5
; 3

5
; 4

5
; 5

5

is 3
5
: The average ofn numbers from1=n to n=n is

vaveD
1

n

�

1

n
C
2

n
C � � �C n

n

�

D
nC1

2n
: (7)

The middle term gives the average, whenn is odd. Or we can do the addition. As
nÑ8 the sum approaches an integral (do you see the rectangles?). The ordinary
average of numbers becomes the continuous average ofv.x/D x:

nC1

2n
Ñ 1

2
and

» 1

0

x dxD
1

2

�

note
1

b�a D 1

�

In ordinary language: “The average value of the numbers between0 and1 is 1
2
:” Since

a whole continuum of numbers lies between0 and1, that statement is meaningless
until we have integration.

The average value of thesquaresof those numbers is.x2/aveD
r
x2 dx=.b�a/D 1

3
:

I f you pick a number randomly between0 and 1; its expected value is1
2

and its
expected square is1

3
.

To me that sentence is a puzzle. First, we don’t expect the numberto be exactly
1
2
—so we need to define “expected value.” Second, if the expected value is1

2
, why is

the expected square equal to1
3

instead of1
4
?The ideas come from probability theory,

and calculus is leading us tocontinuous probability. We introduce it briefly here,
and come back to it in Chapter 8.
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PREDICTABLE AVERAGES FROM RANDOM EVENTS

Suppose you throw a pair of dice. The outcome is not predictable.Otherwise why
throw them?But the average over more and more throws is totally predictable.
We don’t know what will happen, but we know its probability.

For dice, we are adding two numbers between1 and6: The outcome is between2
and12: The probability of2 is the chance of two ones:.1=6/.1=6/D 1=36: Beside
each outcome we can write its probability:

2

�

1

36

�

3

�

2

36

�

4

�

3

36

�

5

�

4

36

�

6

�

5

36

�

7

�

6

36

�

8

�

5

36

�

9

�

4

36

�

10

�

3

36

�

11

�

2

36

�

12

�

1

36

�

To repeat, one roll is unpredictable. Only the probabilities are known, and they add
to 1: (Those fractions add to36=36; all possibilities are covered.) The total from a
million rolls is even more unpredictable—it can be anywhere between2;000;000 and
12;000;000: Nevertheless theaverageof those million outcomes is almost com-
pletely predictable. Thisexpected valueis found by adding the products in that line
above:

Expected value: multiply (outcome) times(probability of outcome) and add:

2

36
C
6

36
C
12

36
C
20

36
C
30

36
C
42

36
C
40

36
C
36

36
C
30

36
C
22

36
C
12

36
D 7:

If you throw the dice1000 times, and the average is not between6:9 and7:1, you get
an A. Use the random number generator on a computer and round off to integers.

Now comescontinuous probability. Suppose all numbers between2 and12 are
equally probable. This means all numbers—not just integers. What is the probability
of hitting the particular numberxD�? It is zero! By any reasonable measure,� has
no chanceto occur. In the continuous case, everyx has probability zero. But an
interval ofx’s has a nonzero probability:

the probability of an outcome between2 and3 is 1=10
the probability of an outcome betweenx andxC�x is�x=10

To find the average, add up each outcome times the probability of that outcome.
First divide2 to 12 into intervals of length�xD 1 and probabilitypD 1=10: If
we round offx, the average is61

2
:

2

�

1

10

�

C3

�

1

10

�

C � � �C11

�

1

10

�

D 6:5:

Here all outcomes are integers (as with dice). It is more accurate to use20 intervals
of length1=2 and probability1=20: The average is63

4
, and you see what is coming.

These are rectangular areas (Riemann sums). As�xÑ 0 they approach an integral.
The probability of an outcome betweenx andxCdx is p.x/ dx, and this problem
hasp.x/D 1=10: The average outcome in the continuous case is not a sum but
an integral:

expected valueE.x/D

» 12

2

xp.x/ dxD

» 12

2

x
dx

10
D
x2

20

�12

2

D 7:

That is a big jump. From the point of view of integration, it is a limit of sums. From the
point of view of probability, the chance of each outcome is zero but theprobability
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densityatx is p.x/D 1=10: The integral ofp.x/ is 1, because some outcome must
happen. The integral ofxp.x/ is xaveD 7, the expected value. Each choice ofx is
random, but the average is predictable.

This completes a first step in probability theory. The second step comes after more
calculus. Decaying probabilities usee�x ande�x2

—then the chance of a largex is
very small. Here we end with the expected values ofxn and1=

?
x and 1=x, for a

random choice between0 and1 (sop.x/D 1):

E.xn/D

» 1

0

xn dxD
1

nC1
E

�

1?
x

�

D

» 1

0

dx?
x

D 2 E

�

1

x

�

D

» 1

0

dx

x
D8.Š/

A CONFUSION ABOUT “EXPECTED” CLASS SIZE

A college can advertise an average class size of29; while most students are in large
classes most of the time. I will show quickly how that happens.

Suppose there are95 classes of20 students and5 classes of200 students. The total
enrollment in100 classes is1900C1000D 2900:A random professor has expected
class size29: But a random student sees it differently. The probability is1900=2900
of being in a small class and1000=2900 of being in a large class. Adding class size
times probability gives the expected class sizefor the student:

.20/

�

1900

2900

�

C .200/

�

1000

2900

�

D 82 students in the class.

Similarly, the average waiting time at a restaurant seems like40 minutes (to the
customer). To the hostess, who averages over the whole day, it is10 minutes. If you
came at a random time itwouldbe10, but if you are a random customer it is40:

Traffic problems could be eliminated by raising the average number of people per
car to 2:5, or even2: But that is virtually impossible. Part of the problem is the
difference between (a) the percentage of cars with one person and (b) the percentage
of people alone in a car. Percentage (b) is smaller. In practice, most people would be
in crowded cars. See Problems37�38:

5.6 EXERCISES

Read-through questions

The integrals
r b

0 v.x/ dx and
r 5

b v.x/ dx add to a . The

integral
r 3

1 v.x/ dx equals b . The reason is c . If

v.x/¤x then
r 1

0 v.x/ dx¤ d . The average value ofv.x/
on the interval1¤x¤ 9 is defined by e . It is equal to
v.c/ at a point xD c which is f . The rectangle across
this interval with height v.c/ has the same area as g .
The average value ofv.x/D xC1 on the interval1¤x¤ 9 is

h .

If x is chosen from1;3;5;7 with equal probabilities1
4 , its ex-

pected value (average) is i . The expected value ofx2 is
j . If x is chosen from1;2; : : : ;8 with probabilities 1

8 , its
expected value is k . If x is chosen from1¤x¤ 9, the

chance of hitting an integer is l . The chance of falling between
x and xCdx is p.x/ dxD m . The expected valueE.x/ is the
integral n . It equals o .

In 1–6 find the average value ofv.x/ betweena and b; and find
all points c wherevaveD v.c/:

1 vD x4; aD�1; bD 1

3 vD cos2x; aD 0; bD�

5 vD 1=x2; aD 1; bD 2

2 vD x5; aD�1; bD 1

4 vD
?
x; aD 0; bD 4

6 vD .sin x/9; aD��; bD�:

7 At xD 8; F .x/D
r x

3 v.t/ dtC
r 5

x v.t/ dt is .

8
r 3

1 x dxC
r 5

3 x dx�r 1
5 x dxD .
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Are 9–16 true or false? Give a reason or an example.

9 The minimum of
r x

4 v.t/ dt is atxD 4:

10 The value of
r xC3

x v.t/ dt does not depend onx:

11 The average value fromxD 0 to xD 3 equals
1
3 .vave on 0¤x¤ 1/C 2

3 .vave on 1¤x¤ 3/:
12 The ratio.f .b/�f .a//=.b�a/ is the average value off .x/ on
a¤x¤ b:
13 On the symmetric interval�1¤ x¤ 1, v.x/�vave is an
odd function.

14 If l.x/¤ v.x/¤u.x/ thendl=dx¤ dv=dx¤du=dx:
15 The average ofv.x/ from 0 to 2 plus the average from2
to 4 equals the average from0 to 4:

16 (a) Antiderivatives of even functions are odd functions.

(b) Squares of odd functions are odd functions.

17 What numberNv gives
r b

a .v.x/� Nv/ dxD 0?

18 If f .2/D 6 and f .6/D 2 then the average ofdf=dx from
xD 2 to xD 6 is .

19 (a) The averages of cosx and|cosx| from 0 to � are .

(b) The average of the numbersv1; : : : ;vn is than
the average of|v1|; : : : ; |vn|:

20 (a) Which property of integrals proves
r 1

0 v.x/ dx¤ r 1
0 |v.x/|dx?

(b) Which property proves�r 1
0 v.x/ dx¤ r 1

0 |v.x/|dx?

Together these areProperty8: |r 1
0 v.x/ dx|¤ r 1

0 |v.x/|dx:
21 What function hasvave (from 0 to x) equal to 1

3v.x/ at all
x? What functions havevaveD v.x/ at allx?

22 (a) If v.x/ is increasing, explain from Property6 whyr x
0 v.t/ dt ¤xv.x/ for x¡ 0:

(b) Take derivatives of both sides for a second proof.

23 The average ofv.x/D 1=.1Cx2/ on the interval Œ0; b�
approaches asbÑ8: The average ofV.x/D x2=.1Cx2/

approaches :

24 If the positive numbersvn approach zero asnÑ8 prove
that their average.v1 C � � �Cvn/=n also approaches zero.

25 Find the average distance fromxD a to points in the
interval0¤x¤ 2: Is the formula different ifa  2?
26 (Computer experiment) Choose random numbersx
between 0 and 1 until the average value ofx2 is between .333
and .334: How many values ofx2 are above and below? If
possible repeat ten times.

27 A point P is chosen randomly along a semicircle (see
figure: equal probability for equal arcs). What is the average
distancey from thex axis? The radius is1:

28 A pointQ is chosen randomly between�1 and1:
(a) What is the average distanceY up to the semicircle?
(b) Why is this different from Problem27?

29 (A classic way to compute�) A 22 needle is tossed
onto a floor with boards22 wide. Find the probability of
falling across a crack. (This happens when cos� ¡yD distance
from midpoint of needle to nearest crack. In the rectangle
0¤ � ¤�=2; 0¤y¤ 1, shade the part where cos� ¡y and find the
fraction of area that is shaded.)

30 If Buffon’s needle has length2x instead of 2, find the
probabilityP.x/ of falling across the same cracks.

31 If you roll threedice at once, what are the probabilities of each
outcome between3 and18? What is the expected value?

32 If you choose a random point in the square0¤x¤ 1;
0¤y¤ 1, what is the chance that its coordinates havey2¤x?

33 The voltageV.t/D 220 cos2� t=60 has frequency60 hertz
and amplitude220 volts. FindVave from 0 to t:

34 (a) Show thatveven.x/D 1
2 .v.x/Cv.�x// is always even.

(b) Show thatvodd.x/D 1
2 .v.x/�v.�x// is always odd.

35 By Problem34 or otherwise, write.xC1/3 and1=.xC1/ as an
even function plus an odd function.

36 Prove from the definition ofdf=dx that it is an odd function if
f .x/ is even.

37 Suppose four classes have6;8;10; and40 students, averaging
: The chance of being in the first class is . The

expected class size (for the student) is

E.x/D 6

�

6

64

�

C8

�

8

64

�

C10

�

10

64

�

C40

�

40

64

�

D :

38 With groups of sizesx1; : : : ;xn adding toG; the average
size is : The chance of an individual belonging to
group 1 is : The expected size of his or her group is
E.x/D x1.x1=G/C � � �Cxn.xn=G/:

� Prove†n
1 x

2
i =G¥G=n:

39 True or false, 15 seconds each:
(a) If f .x/¤g.x/ thendf=dx¤dg=dx:
(b) If df=dx¤dg=dx thenf .x/¤ g.x/:
(c) xv.x/ is odd ifv.x/ is even.
(d) If vave¤wave on all intervals thenv.x/¤w.x/ at all
points.

40 If v.x/D

#
2x for x  3�2x for x¡ 3 thenf .x/D

#
x2 for x  3�x2 for x¡ 3 :

Thus
r 4

0 v.x/ dxD f .4/�f .0/D�16: Correct the mistake.

41 If v.x/D |x�2| find f .x/: Compute
r 5

0 v.x/ dx:

42 Why are there equal areas above and belowvave?
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5.7 The Fundamental Theorem and Its Applications

When the endpoints are fixed ata and b, we have adefiniteintegral. When the upper
limit is a variable pointx, we have anindefiniteintegral. More generally: When the
endpoints depend in any way onx, the integral is a function ofx: Therefore we
can find its derivative. This requires the Fundamental Theorem of Calculus.

The essence of the Theorem is:Derivative of integral ofv equalsv. We also
compute the derivative when the integral goes froma.x/ to b.x/—both limits vari-
able.

Part2 of the Fundamental Theorem reverses the order:Integral of derivative off
equalsf CC . That will follow quickly from Part1, with help from the Mean Value
Theorem. It is Part2 that we use most, since integrals are harder than derivatives.

After the proofs we go to new applications, beyond the standard problem of area
under a curve. Integrals can add up rings and triangles and shells—not just rectangles.
The answer can be a volume or a probability—not just an area.

THE FUNDAMENTAL THEOREM, PART 1

Start with a continuous functionv: Integrate it from a fixed pointa to a variable
point x: For eachx, this integralf .x/ is a number. We do not require or expect a
formula for f .x/—it is the area out to the pointx: It is a function ofx! The
Fundamental Theorem says that this area function has a derivative (another limiting
process).The derivativedf=dx equals the originalv.x/:

5C (Fundamental Theorem, Part1) Supposev.x/ is a continuous function:

If f .x/D
r x

a
v.t/ dt then df=dxD v.x/:

The dummy variable is written ast , so we can concentrate on the limits. The value of
the integral depends on the limitsa andx, not ont:

To finddf=dx, start with�f D f .xC�x/�f .x/D difference of areas:

�f D
r xC�x

a
v.t/ dt�r x

a
v.t/ dt D

r xC�x

x
v.t/ dt: (1)

Officially, this is Property1: The area out toxC�x minus the area out tox equals
the small part fromx to xC�x: Now divide by�x:

�f

�x
D

1

�x

» xC�x

x

v.t/ dt D average valueD v.c/: (2)

This is Property7, the Mean Value Theorem for integrals. The average value on this
short interval equalsv.c/: This pointc is somewhere betweenx andxC�x (exact
position not known), and we let�x approach zero. That squeezesc towardx, so
v.c/ approachesu.x/—remember thatv is continuous. The limit of equation(2) is
the Fundamental Theorem:

�f

�x
Ñ df

dx
and v.c/Ñ v.x/ so

df

dx
D v.x/: (3)

If �x is negative the reasoning still holds. Why assume thatv.x/ is continuous?
Because ifv is a step function, thenf .x/ has a corner wheredf=dx is notv.x/:
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We could skip the Mean Value Theorem and simply boundv above and below:

for t betweenx andxC�x W vmin¤ v.t/ ¤vmax

integrate over that interval: vmin�x¤ �f ¤vmax�x

divide by�x W vmin¤�f=�x¤vmax

(4)

As�xÑ 0, vmin andvmax approachv.x/: In the limit df=dx again equalsv.x/:

Fig. 5.14 Fundamental Theorem, Part1: (thin area�f )=(base length�x)Ñ heightv.x/:

Graphical meaning Thef-graph gives the area under thev-graph. The thin strip in
Figure 5.14 has area�f: That area is approximatelyv.x/ times�x. Dividing by
its base,�f=�x is close to the heightv.x/: When�xÑ 0 and the strip becomes
infinitely thin, the expression “close to” converges to “equals.” Thendf=dx is the
height atv.x/:

DERIVATIVES WITH VARIABLE ENDPOINTS

When the upper limit isx, the derivative isv.x/: Suppose thelower limit is x: The
integral goes fromx to b, instead ofa to x: Whenx moves, the lower limit moves.
The change in area is on the left side of Figure 5.15.As x goes forward, area is
removed. So there is a minus sign in the derivative of area:

The derivative of g.x/D

» b

x

v.t/ dt is
dg

dx
D�v.x/: (5)

Thequickest proof is to reverseb andx, which reverses the sign (Property3):

g.x/D�» x

b

v.t/ dt so by Part1
dg

dx
D�v.x/:

Fig. 5.15 Area fromx to b hasdg=dxD�v.x/: Areav.b/db is added, areav.a/da is lost

The general case is messier but not much harder (it is quite useful). Supposeboth
limits are changing. The upper limitb.x/ is not necessarilyx, but it depends onx:
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The lower limita.x/ can also depend onx (Figure 5.15b). The areaA between those
limits changes asx changes, and we wantdA=dx:

If AD

» b.x/

a.x/

v.t/ dt then
dA

dx
D v.b.x//

db

dx
�v.a.x//da

dx
: (6)

Thefigure shows two thin strips, one added to the area and one subtracted.
First check the two cases we know. WhenaD 0 andbD x, we haveda=dxD 0

anddb=dxD 1: The derivative according to(6) is v.x/ times1—the Fundamental
Theorem. The other case hasaD x andbD constant. Then the lower limit in(6)
produces�v.x/: When the integral goes fromaD 2x to bD x3, its derivative is
new:

EXAMPLE 1 AD
r x3

2x
cost dt D sinx3�sin2x

dA=dxD .cosx3/.3x2/� .cos2x/.2/:

That fits with(6), becausedb=dx is 3x2 andda=dx is 2 (with minus sign). It also
looks like the chain rule—which it is! To prove(6) we use the lettersv andf :

AD

» b.x/

a.x/

v.t/ dt D f .b.x//�f .a.x// (by Part2 below)

dA

dx
D f 1.b.x//db

dx
�f 1.a.x//da

dx
(by the chain rule)

Sincef 1 D v, equation(6) is proved. In the next example the area turns out to be
constant, although it seems to depend onx: Note thatv.t/D 1=t sov.3x/D 1=3x:

EXAMPLE 2 AD

» 3x

2x

1

t
dt has

dA

dx
D

�

1

3x

�

.3/�� 1

2x

�

.2/D 0:

Question AD

» x�x

v.t/ dt has
dA

dx
D v.x/Cv.�x/:Why doesv.�x/ have a plus sign?

THE FUNDAMENTAL THEOREM, PART 2

We have used a hundred times the Theorem that is now to be proved.It is the key to
integration. “The integral ofdf=dx is f .x/CC .” The application starts withv.x/:
We search for anf .x/ with this derivative. Ifdf=dxD v.x/, the Theorem says that»

v.x/ dxD

»
df

dx
dxD f .x/CC:

We can’t rely on knowing formulas forv andf—only the definitions of
r

andd=dx:
The proof rests on one extremely special case:df=dx is the zero function.

We easily findf .x/D constant. The problem is to prove that there are no other
possibilities:f mustbe constant. When the slope is zero, the graphmustbe flat.
Everybody knows this is true, but intuition is not the same as proof.

Assume thatdf=dxD 0 in an interval. If f .x/ is not constant, there are points
wheref .a/¤ f .b/: By the Mean Value Theorem, there is a pointc where

f 1.c/D
f .b/�f .a/

b�a .this is not zero becausef .a/¤ f .b//:

But f 1.c/¤ 0 directly contradictsdf=dxD 0: Thereforef .x/ must be constant.
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Note the crucial role of the Mean Value Theorem. Alocal hypothesis (df=dxD 0
at each point) yields aglobal conclusion (f D constant in the whole interval). The
derivative narrows the field of view, the integral widens it. The Mean Value Theorem
connects instantaneous to average, local to global, points to intervals. This special
case (the zero function) applies whenA.x/ andf .x/ have the same derivative:

If dA=dxD df=dx on an interval; then A.x/D f .x/CC: (7)

Reason: The derivative ofA.x/�f .x/ is zero. SoA.x/�f .x/must be constant.
Now comes the big theorem. It assumes thatv.x/ is continuous, and integrates

usingf .x/:

5D (Fundamental Theorem, Part2) If v.x/D
df

dx
then

» b

a

v.x/dxDf .b/�f .a/:
Proof The antiderivative isf .x/: But Part1 gave another antiderivative for the same
v.x/: It was the integral—constructed from rectangles and now calledA.x/:

A.x/D

» x

a

v.t/ dt also has
dA

dx
D v.x/:

SinceA1 D v andf 1 D v, the special case in equation(7) states thatA.x/D f .x/C
C: That is the essential point:The integral from rectangles equalsf .x/CC .

At the lower limit the area integral isAD 0: Sof .a/CC D 0: At the upper limit
f .b/CC DA.b/: Subtract to findA.b/, the definite integral:

A.b/D
r b

a
v.x/ dxD f .b/�f .a/:

Calculus is beautiful—its Fundamental Theorem is also its mostuseful theorem.

Another proof of Part2 starts withf 1 D v and looks at subintervals:

f .x1/�f .a/D v.x�1 /.x1�a/ (by the Mean Value Theorem)

f .x2/�f .x1/D v.x�2 /.x2�x1/ (by the Mean Value Theorem)

: : :D : : :

f .b/�f .xn�1/D v.x�n/.b�xn�1/ (by the Mean Value Theorem).

The left sides add tof .b/�f .a/: The sum on the right, as�xÑ 0, is
r b

a
v.x/ dx:

APPLICATIONS OF INTEGRATION

Up to now the integral has been the area under a curve. There are many other
applications, quite different from areas.Whenever addition becomes“continuous,”
we have integrals instead of sums. Chapter 8 has space to develop more applica-
tions, but four examples can be given immediately—which will make the point.

We stay with geometric problems, rather than launching into physics or
engineering or biology or economics. All those will come. The goal here is to take
a first step away from rectangles.
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EXAMPLE 3 (for circles) The area A and circumferenceC are related by
dA=dr DC .

The question is why. The area is�r2: Its derivative2�r is the circumference. By
the Fundamental Theorem, the integral ofC isA:What is missing is the geometrical
reason. Certainly�r2 is the integral of2�r , but what is thereal explanation for
AD

r
C.r/dr?

My point is thatthe pieces are not rectangles. We could squeeze rectangles under
a circular curve, but their heights would have nothing to do withC: Our intuition has
to take a completely different direction, and add up thethin ringsin Figure 5.16.

Fig. 5.16 Area of circleD integral over rings. Volume of sphereD integral over shells.

Suppose the ring thickness is�r: Then the ring area is close toC times�r: This
is precisely the kind of approximation we need, because its error is of higher order
.�r/2: The integral adds ring areasjust as it added rectangular areas:

AD

» r

0

C dr D

» r

0

2�r dr D�r2:

That is our first step toward freedom, away from rectangles to rings.
The ring area�A can be checked exactly—it is the difference of circles:

�AD�.rC�r/2��r2 D 2�r �rC�.�r/2:

This isC�r plus a correction. Dividing both sides by�rÑ 0 leavesdA=drDC:

Finally there is a geometrical reason. The ring unwinds into a thin strip. Its width
is �r and its length is close toC: The inside and outside circles have different
perimeters, so this is not a true rectangle—but the area is nearC�r:

EXAMPLE 4 For a sphere, surface area and volume satisfyAD dV=dr:

What worked for circles will work for spheres. The thin rings becomethin shells. A
shell goes from radiusr to radiusrC�r , so its thickness is�r:We want the volume
of the shell, but we don’t need it exactly. The surface area is4�r2, so the volume is
about4�r2 �r: That is close enough!

Again we are correct except for.�r/2: Infinitesimally speakingdV DA dr :

V D

» r

0

A dr D

» r

0

4�r2 dr D
4

3
�r3:

This is the volume of a sphere. The derivative ofV isA, and the shells explain why.
Main point:Integration is not restricted to rectangles.
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EXAMPLE 5 The distance around a square is4s: Why does the area have
dA=dsD 2s?

The side iss and the area iss2: Its derivative2s goes onlyhalf way around the
square. I tried to understand that by drawing a figure. Normally this works, but in the
figuredA=ds looks like4s: Something is wrong. The bell is ringing so I leave this as
an exercise.

EXAMPLE 6 Find the area underv.x/D cos�1x from xD 0 to xD 1:

That is a conventional problem, but we have no antiderivative forcos�1x: We could
look harder, and find one. However there is another solution—unconventionalbut cor-
rect.The region can be filled with horizontal rectangles(not vertical rectangles).
Figure 5.17b shows a typical strip of lengthxD cosv (the curve hasvD cos�1x). As
the thickness�v approaches zero, the total area becomes

r
x dv: We are integrating

upward, sothe limits are onv not onx:

areaD
r �=2

0
cosv dvD sin v

i�=2

0
D 1:

The exercises ask you to set up other integrals—not always with rectangles.
Archimedes used triangles instead of rings to find the area of a circle.

Fig. 5.17 Trouble with a square. Success with horizontal strips and triangles.

5.7 EXERCISES

Read-through questions

The areaf .x/D
r x
a v.t/ dt is a function of a . By Part1 of

the Fundamental Theorem, its derivative isb . In the proof,
a small change�x produces the area of a thin c . This area
�f is approximately d times e . So the derivative ofr x
a t2 dt is f .

The integral
r b
x t2 dt has derivative g . The minus sign is

because h . When both limitsa.x/ and b.x/ depend onx,
the formula fordf=dx becomes i minus j . In the example
r 3x
2 t dt; the derivative is k .

By Part 2 of the Fundamental Theorem, the integral ofdf=dx
is l . In the special case whendf=dxD 0, this says that

m . From this special case we conclude: IfdA=dxDdB=dx

thenA.x/D n . If an antiderivative of1=x is lnx (whatever that

is), then automatically
r b
a dx=xD o .

The square0¤x¤ s, 0¤y¤ s has areaAD p . If s is
increased by�s, the extra area has the shape ofq . That area
�A is approximately r . SodA=dsD s .

Find the derivatives of the following functionsF.x/:

1
r x
1 cos2t dt

3
r 2
0 tn dt

5
r x2

1 u3 du

2
r 1
x cos3t dt

4
r 2
0 xn dt

6
r x=2�x v.u/du

7
r xC1
x v.t/ dt (a “running average” of v)

8
1

x

» x

0
v.t/ dt (the average ofv; use product rule)

9
1

x

» x

0
sin2t dt 10

1

2

» xC2

x
t3 dt
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11
r x
0 Œ

r t
0 v.u/du� dt 12

r x
0 .df =dt/2 dt

13
r x
0 v.t/ dtC

r 1
x v.t/ dt 14

r x
0 v.�t/ dt

15
r x�x sin t2 dt

17
r x
0 u.t/v.t/ dt

19
» sinx

0
sin�1t dt

16
r x�x sin t dt

18
r b.x/
a.x/

5 dt

20
» f .x/

0

df

dt
dt

21 True or false

(a) If df=dxD dg=dx thenf .x/Dg.x/:

(b) If d2f=dx2 D d2g=dx2 thenf .x/Dg.x/CC:

(c) If 3¡x then the derivative of
r x
3 v.t/ dt is�v.x/:

(d) The derivative of
r 3
1 v.x/ dx is zero.

22 For F.x/D
r 2x
x sin t dt , locateF.�C�x/�F.�/ on a sine

graph. Where isF.�x/�F.0/?
23 Find the functionv.x/ whose average value between0 andx is
cosx: Start from

r x
0 v.t/ dt D x cosx:

24 Supposedf=dxD 2x: We know thatd.x2/=dxD 2x: How do
we prove thatf .x/D x2 CC?

25 If
r 0�x v.t/ dt D

r x
0 v.t/ dt (equal areas left and right of zero),

thenv.x/ is an function. Take derivatives to prove it.

26 Example 2 said that
r 3x
2x dt=t does not really depend onx (or

t !). Substitutexu for t and watch the limits onu:

27 True or false, with reason:

(a) All continuous functions have derivatives.
(b) All continuous functions have antiderivatives.

(c) All antiderivatives have derivatives.

(d) A.x/D
r 3x
2x dt=t

2 hasdA=dxD 0:

Find
r x
1 v.t/ dt from the facts in 28–29.

28
d.xn/

dx
D v.x/ 29

» x

0
v.t/ dt D

x

xC2
:

30 What is wrong with Figure 5.17? It seems to show that
dAD 4s ds, which would meanAD

r
4s dsD 2s2:

31 The cube0¤x; y; z¤ s has volumeV D : The three
square faces withxD s or yD s or zD s have total area
AD : If s is increased by�s, the extra volume has the
shape of : That volume�V is approximately : So
dV=dsD :

32 The four-dimensional cube0¤x; y; z; t ¤ s has hypervolume
H D : The face withxD s is really a : Its volume is
V D : The total volume of the four faces withxD s, yD s,
zD s, or t D s is : Whens is increased by�s, the extra hy-
pervolume is�H � : So dH=dsD :

33 The hypervolume of a four-dimensional sphere isH D 1
2�

2r4:

Therefore the area (volume?) of its three-dimensional surface
x2 Cy2 Cz2 C t2 D r2 is :

34 The area above the parabolayD x2 from xD 0 to xD 1 is 2
3 :

Draw a figure with horizontal strips and integrate.

35 The wedge in Figure (a) has area12 r
2d�: One reason: It

is a fraction d�=2� of the total area�r2: Another reason: It
is close to a triangle with small baserd� and height :

Integrating1
2 r

2d� from� D 0 to � D gives the area
of a quarter-circle.

36 AD
r r
0

a
r2�x2 dx is also the area of a quarter-circle. Show

why, with a graph and thin rectangles. Calculate this integral by sub-
stitutingxD r sin� anddxD r cos� d�:

37 The distancer in Figure (b) is related to� by r D :

Therefore the area of the thin triangle is12 r
2d� D :

Integration to� D gives the total area12 :

38 The x and y coordinates in Figure (c) add to
r cos�Cr sin� D : Without integrating explain why» �=2

0

d�

.cos�Csin �/2
D 1:

39 The horizontal strip at heighty in Figure (d) has widthdy and
lengthxD : So the area up toyD 2 is : What length
are the vertical strips that give the same area?

40 Use thin rings to find the area between the circlesr D 2 and
r D 3: Draw a picture to show why thin rectangles would be extra
difficult.

41 The length of the strip in Figure (e) is approximately :

The width is : Therefore the triangle has area
r 1
0 da

(do you get12 ?).

42 The area of the ellipse in Figure (f) is2�r2: Its derivative is4�r:
But this is not the correct perimeter. Where does the usual reasoning
go wrong?

43 The derivative of the integral ofv.x/ is v.x/: What is the
corresponding statement for sums and differences of the numbers
vj ? Prove that statement.
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44 The integral of the derivative off .x/ is f .x/CC: What is the
corresponding statement for sums of differences offj ? Prove that
statement.

45 Does d2f=dx2 D a.x/ lead to
r 1
0 .

r x
0 a.t/ dt/dxD

f .1/�f .0/? 46 The mountainyD�x2 C t has an areaA.t/ above thex axis.
As t increases so does the area. Draw anxy graph of the mountain at
t D 1: What line givesdA=dt? Show with words or derivatives that
d2A=dt2¡ 0:
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5.8 Numerical Integration

This section concentrates on definite integrals. The inputs arey.x/ and two endpoints
a and b: The output is the integralI: Our goal is to find that numberr b

a
y.x/ dxD I , accurately and in a short time. Normally this goal is achievable—as

soon as we have a good method for computing integrals.
Our two approaches so far have weaknesses. The search for an antiderivative

succeeds in important cases, and Chapter 7 extends that range—but generallyf .x/
is not available. The other approach (by rectangles) is in the right direction but too
crude. The height is set byy.x/ at the right and left end of each small interval. The
right and left rectangle rulesadd the areas (�x timesy):

Rn D .�x/.y1 Cy2 C � � � Cyn/ and Ln D .�x/.y0 Cy1 C � � � Cyn�1/:

The value ofy.x/ at the end of intervalj is yj : The extreme left valuey0 D y.a/
entersLn:With n equal intervals of length�xD .b�a/=n, the extreme right value
is yn D y.b/: It entersRn: Otherwise the sums are the same—simple to compute,
easy to visualize, but very inaccurate.

This section goes from slow methods (rectangles) to better methods (trapezoidal
and midpoint) to good methods (Simpson and Gauss). Each improvement cuts down
the error. You could discover the formulas without the book, by integratingx andx2

andx4: The ruleRn would come out on one side of the answer, andLn would be
on the other side. You would figure out what to do next, to come closer to the exact
integral. The book can emphasize one key point:

The quality of a formula depends on how many integralsr
1 dx;

r
x dx;

r
x2 dx; : : : ; it computes exactly. If

r
xp dx

is the first to be wrong, the order of accuracyisp:

By testing the integrals of1;x;x2; : : :, we decide how accurate the formulas are.
Figure 5.18 shows the rectangle rulesRn andLn: They are already wrong when

yD x. These methods arefirst-order: pD 1: The errors involve the first power of
�x—where we would much prefer a higher power. A largerp in .�x/p means a
smaller error.

Fig. 5.18 ErrorsE ande in Rn andLn are the areas of triangles.

When the graph ofy.x/ is a straight line, the integralI is known. The error
trianglesE ande have base�x: Their heights are the differencesyj C1�yj : The
areas are1

2
(base)(height), and the only difference is a minus sign. (L is too low, so

the errorL�I is negative.) The total error inRn is the sum of theE ’s:

Rn�I D 1
2
�x.y1�y0/C � � �C 1

2
�x.yn�yn�1/D 1

2
�x.yn�y0/: (1)

All y’s betweeny0 andyn cancel. Similarly for the sum of thee’s:

Ln�I D�1
2
�x.yn�y0/D�1

2
�xŒy.b/�y.a/�: (2)
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The greater the slope ofy.x/, the greater the error—since rectangles have zero slope.
Formulas(1) and (2) are nice—but those errors are large. To integrateyD x

from aD 0 to bD 1; the error is1
2
�x.1�0/: It takes500;000 rectangles to reduce

this error to1=1;000;000. This accuracy is reasonable, but that many rectangles is
unacceptable.

The beauty of the error formulas is that they are “asymptotically correct” for all
functions. When the graph is curved, the errors don’t fit exactly into triangles. But
the ratio of predicted error to actual error approaches1. As �xÑ 0, the graph is
almost straight in each interval—this is linear approximation.

The error prediction1
2
�xŒy.b/�y.a/� is so simple that we test it ony.x/D

?
x:

I D
r 1

0

?
x dxD 2

3
nD 1 10 100 1000

errorRn�I D :33 :044 :0048 :00049

errorLn�I D �:67 �:056 �:0052 �:00051
The error decreases along each row. So does�xD :1; :01; :001; :0001:Multiplying
n by 10 divides�x by 10: The error is also divided by10 (almost).The error is
nearly proportional to�x—typical of first-order methods.

The predicted error is1
2
�x, since herey.1/D 1 andy.0/D 0: The computed er-

rors in the table come closer and closer to1
2
�xD :5; :05; :005; :0005:The prediction

is the “leading term” in the actual error.
The table also shows a curious fact. Subtracting the last row from the row

above gives exact numbers1; :1; :01; and .001: This is.Rn�I /� .Ln�I /; which
isRn�Ln: It comes from an extra rectangle at the right, included inRn but notLn:
Its height is1 and its area is1; :1; :01; :001:

The errors inRn and Ln almost cancel. The averageTn D 1
2
.Rn CLn/ has

less error—it is the “trapezoidal rule.” First we give the rectangle prediction two final
tests:

nD 1 nD 10 nD 100 nD 1000r
.x2�x/dx W errors 1:7 �10�1 1:7 �10�3 1:7 �10�5 1:7 �10�7

r
dx=.10Ccos2�x/ W errors �1 �10�3 2 �10�14 “0” “ 0”

Those errors are fallingfasterthan�x: ForyD x2�x the prediction explains why:
y.0/ equalsy.1/: The leading term, withy.b/minusy.a/, is zero. The exact errors
are 1

6
.�x/2, dropping from10�1 to 10�3 to 10�5 to 10�7: In these examplesLn is

identical toRn (and also toTn), because the end rectangles are the same. We will see
these1

6
.�x/2 errors in the trapezoidal rule.

The last row in the table is more unusual. It shows practically no error. Why do the
rectangle rules suddenly achieve such an outstanding success?

The reason is thaty.x/D 1=.10Ccos2�x/ is periodic. The leading term in the
error is zero, becausey.0/D y.1/: Also the next term will be zero, because
y 1.0/D y 1.1/: Every power of�x is multiplied by zero, when we integrate over
a complete period. So the errors go to zero exponentially fast.

Personal noteI tried to integrate1=.10Ccos2�x/ by hand and failed. Then I was
embarrassed to discover the answer in my book on applied mathematics. The method
was a special trick using complex numbers, which applies over an exact period.
Finally I found the antiderivative (quite complicated) in a handbook of integrals, and
verified the area1=

?
99:
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THE TRAPEZOIDAL AND MIDPOINT RULES

We move to integration formulas that are exact whenyD x: They have
second-order accuracy. The �x error term disappears. The formulas give the
correct area under straight lines. The predicted error is a multiple of.�x/2: That
multiple is found by testingyD x2—for which the answers are not exact.

The first formula combinesRn andLn: To cancel as much error as possible, take
the average1

2
.Rn CLn/: This yields thetrapezoidal rule, which approximatesr

y.x/ dx by Tn:

Tn D 1
2
Rn C 1

2
Ln D�x.1

2
y0 Cy1 C � � � Cyn�1 C 1

2
yn/: (3)

Another way to findTn is from the area of the “trapezoid” belowyD x in Figure 5.19a.

Fig. 5.19 Second-order accuracy: The error prediction is based onvD x2:

Thebase is�x and the sides have heightsyj�1 andyj : Adding those areas gives
1
2
.Ln CRn/ in formula (3)—the coefficients ofyj combine into1

2
C 1

2
D 1:Only the

first and last intervals are missing a neighbor, so the rule has1
2
y0 and 1

2
yn: Because

trapezoids (unlike rectangles) fit under a sloping line,Tn is exact whenyD x:
What is the difference from rectangles? The trapezoidal rule gives weight1

2
�x to

y0 andyn: The rectangle ruleRn gives full weight�x to yn (and no weight toy0).
Rn�Tn is exactly the leading error1

2
yn� 1

2
y0: The change toTn knocks out that

error.

Another important formula is exact fory.x/D x: A rectangle has the same area
as a trapezoid, if the height of the rectangle is halfway betweenyj�1 andyj : On a
straight line graph that is achieved at themidpointof the interval. By evaluatingy.x/
at the halfway points1

2
�x; 3

2
�x; 5

2
�x; : : :, we get much better rectangles. This leads

to themidpoint ruleMn:

Mn D�x.y1=2 Cy3=2 C � � �Cyn�1=2/: (4)

For
r 4

0
x dx, trapezoids give1

2
.0/C1C2C3C 1

2
.4/D 8:The midpoint rule gives

1
2

C 3
2

C 5
2

C 7
2

D 8, again correct. The rules become different whenyD x2; because
y1=2 is no longer the average ofy0 andy1: Try both second-order rules onx2:

I D
r 1

0
x2 dx nD 1 10 100

errorTn�I D 1=6 1=600 1=60000

errorMn�I D �1=12 �1=1200 �1=120000
The errors fall by100 whenn is multiplied by10: The midpoint rule is twice as
good (�1=12 vs. 1=6). Since all smooth functions are close to parabolas (quadratic



278 5 Integrals

approximation in each interval), the leading errors come from Figure 5.19. The
trapezoidal error is exactly1

6
.�x/2 wheny.x/ is x2 (the12 in the formula divides

the2 in y 1):
Tn�I � 1

12
.�x/2

�

.y 11�y 10/C � � �C .y 1n�y 1n�1/
�

D
1

12
.�x/2

�

y 1n�y 10� (5)

Mn�I �� 1

24
.�x/2

�

y 1n�y 10�D� 1

24
.�x/2

�

y 1.b/�y 1.a/� (6)

For exact error formulas, changey 1.b/�y 1.a/ to .b�a/y2.c/: The location of
c is unknown (as in the Mean Value Theorem). In practice these formulas are not
much used—they involve thepth derivative at an unknown locationc: The main
point about the error is the factor.�x/p:

One crucial fact is easy to overlook in our tests.Each value ofy.x/ can be ex-
tremely hard to compute. Every time a formula asks foryj , a computer calls a sub-
routine. The goal of numerical integration is to get below the error tolerance, while
calling fora minimum number of values ofy. Second-order rules need about a thou-
sand values for a typical tolerance of10�6: The next methods are better.

FOURTH-ORDER RULE: SIMPSON

The trapezoidal error is nearly twice the midpoint error (1=6vs.�1=12). So a good
combination will have twice as much ofMn asTn: That isSimpson’s rule:

Sn D
1

3
Tn C

2

3
Mn D

1

6
�x

�

y0 C4y1=2 C2y1 C4y3=2 C2y2 C � � � C4yn�1=2 Cyn

�

:

(7)

Multiply the midpoint values by2=3D 4=6: The endpoint values are multiplied by
2=6; except at the far endsa andb (with heightsy0 andyn). This 1�4�2�4�
2�4�1 pattern has become famous.

Simpson’s rule goes deeper than a combination ofT andM: It comes from a
parabolicapproximation toy.x/ in each interval. When a parabola goes throughy0;
y1=2;y1, the area under it is1

6
�x.y0 C4y1=2 Cy1/. This is S over the first

interval. All our rules are constructed this way: Integrate correctly as many
powers1;x;x2; : : : as possible. Parabolas are better than straight lines, which are
better than flat pieces.S beatsM , which beatsR: Check Simpson’s rule on powers
of x, with�xD 1=n:

nD 1 nD 10 nD 100

error if yD x2 0 0 0

error if yD x3 0 0 0

error if yD x4 8:33 �10�3 8:33 �10�7 8:33 �10�11

Exact answers forx2 are no surprise.Sn was selected to get parabolas right. But the
zero errors forx3 were not expected. The accuracy has jumped tofourth order, with
errors proportional to.�x/4: That explains the popularity of Simpson’s rule.

To understand whyx3 is integrated exactly, look at the intervalŒ�1;1�: The odd
functionx3 has zero integral, and Simpson agrees by symmetry:» 1�1

x3 dxD
1

4
x4

�1�1

D 0 and
2

6

h

.�1/3 C4.0/3 C13
i

D 0: (8)
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Fig. 5.20 Simpson versus Gauss:ED c.�x/4.y3
j C1

�y3
j
/ with cSD 1=2880 and

cG D�1=4320:
THE GAUSS RULE (OPTIONAL)

We need a competitor for Simpson, and Gauss can compete with anybody. He
calculated integrals in astronomy, and discovered thattwo points are enough for
a fourth-order method. From�1 to 1 (a single interval) his rule is

r 1�1
y.x/ dx� y.�1=?3/Cy.1=

?
3/: (9)

Those “Gauss points” xD�1=?3 andxD 1=
?
3 can be found directly. By placing

them symmetrically, all odd powersx;x3; : : : are correctly integrated. The key is in
yD x2, whose integral is2=3: The Gauss points�xG andCxG get this integral
right:

2

3
D .�xG/

2 C .xG/
2; so x2

G D
1

3
and xG D� 1?

3
:

Figure 5.20c shifts to the interval from0 to �x: The Gauss points are
.1�1=?3/�x=2: They are not as convenient as Simpson’s (which hand calcula-
tors prefer). Gauss is good for thousands of integrations over one interval. Simpson is
good when intervals go back to back—then Simpson also uses twoy’s per interval.
ForyD x4, you see both errors drop by10�4 in comparingnD 1 to nD 10:

I D
r 1

0
x4 dx Simpson error 8:33 �10�3 8:33 �10�7

Gauss error �5:56 �10�3 �5:56 �10�7

DEFINITE INTEGRALS ON A CALCULATOR

It is fascinating to know how numerical integration is actuallydone. The points are
not equally spaced! For an integral from0 to 1, Hewlett-Packard machines might
internally replacex by 3u2�2u3 (the limits onu are also0 and1). The machine
remembers to changedx: For example,» 1

0

dx?
x

becomes

» 1

0

6.u�u2/du?
3u2�2u3

D

» 1

0

6.1�u/du?
3�2u :

Algebraically that looks worse—but the infinite value of1=
?
x at xD 0 disappears

atuD 0: The differential6.u�u2/du was chosen to vanish atuD 0 anduD 1:We
don’t needy.x/ at the endpoints—where infinity is most common. In theu variable
the integration points are equally spaced—therefore inx they are not.

When a difficult point isinsideŒa;b�, break the interval in two pieces. And chop

off integrals that go out to infinity. The integral ofe�x2
should be stopped byxD 10,
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since the tail is so thin. (It is bad to go too far.) Rapid oscillations are among the
toughest—the answer depends on cancellation of highs and lows, and the
calculator requires many integration points.

The change fromx to u affects periodic functions. I thought equal spacing was
good, since1=.10Ccos2�x/ was integrated above to enormous accuracy. But there
is a danger calledaliasing. If sin8�x is sampled with�xD 1=8, it is always zero.
A high frequency8 is confused with a low frequency0 (its “alias” which agrees at
the sample points). With unequal spacing the problem disappears.Notice how any
integration method can be deceived:

Ask for the integral ofyD 0 and specify the accuracy. The calculator
samplesy atx1; : : : ;xk: (With a PAUSE key, thex’s may be displayed.)
Then integrateY.x/D .x�x1/

2 � � � .x�xk/
2: That also returns the

answer zero (now wrong), because the calculator follows the same steps.

On the calculator you enter the function, the endpoints, and the accuracy. The
variablex can be named or not (see the margin). The outputs4:67077 and 4.7E-5

are the requested integral
r 2

1
ex dx and the estimated error bound. Your input

accuracy .00001 guarantees

relative error inyD

���� truey�computedy

computedy

����¤ :00001:
The machine estimates accuracy based on its experience in samplingy.x/: If you
guaranteeex within .00000000001; it thinks you want high accuracy and takes longer.

In consulting for HP, William Kahan chose formulas using1;3;7;15; : : : sample
points. Each new formula uses the samples in the previous formula. The calculator
stops when answers are close.
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5.8 EXERCISES

Read-through questions

To integratey.x/, divide Œa;b� into n pieces of length�xD a .
Rn and Ln place a b over each piece, using the
height at the right or c endpoint:Rn D�x.y1 C � � �Cyn/

and Ln D d . These are e order methods, because
they are incorrect foryD f . The total error on Œ0;1�
is approximately g . For yD cos�x this leading term is

h . For yD cos2�x the error is very small becauseŒ0;1� is a
complete i .

A much better method is Tn D 1
2RnC j D

�xŒ12y0C k y1 C � � �C l yn�: This m rule is
n -order because the error foryD x is o . The error for

yD x2 froma to b is p . The q rule is twice as accurate,
usingMn D�x[ r ].

Simpson’s method is Sn D 2
3MnC s . It is t -

order, because the powers u are integrated correctly. The
coefficients of y0;y1=2;y1 are v times �x: Over three
intervals the weights are�x=6 times 1�4� w . Gauss uses

x points in each interval, separated by�x=
?
3: For a

method of orderp the error is nearly proportional to y .

1 What is the differenceLn�Tn? Compare with the leading
error term in (2).

2 If you cut �x in half, by what factor is the trapezoidal
error reduced (approximately)? By what factor is the error in
Simpson’s rule reduced?

3 ComputeRn and Ln for
r 1

0 x
3 dx and nD 1;2;10: Either

verify (with computer) or use (without computer) the formula
13 C23 C � � �Cn3 D 1

4n
2.nC1/2:

4 One way to computeTn is by averaging 1
2 .Ln CRn/:

Another way is to add1
2y0 Cy1 C � � �C 1

2yn: Which is more
efficient? Compare the number of operations.

5 Test three different rules onI D
r 1

0 x
4 dx for nD 2;4;8:

6 Compute � to six places as4
r 1

0 dx=.1Cx2/, using any
rule.

7 Change Simpson’s rule to�x
�

1
4y0 C 1

2y1=2 C 1
4y1

�

in each
interval and find the order of accuracyp:

8 Demonstrate superdecay of the error when1=.3Csinx/ is
integrated from0 to 2�:

9 Check that .�x/2.y1
j C1

�y1
j
/=12 is the correct error for

yD 1 and yD x and yD x2 from the first trapezoid.j D 0/:

Then it is correct for every parabola over every interval.

10 Repeat Problem 9 for the midpoint error�.�x/2.y1j C1�y1j /=24: Draw a figure to show why the
rectangleM has the same area as any trapezoid through the mid-
point (including the trapezoid tangent toy.x/).

11 In principle
r8�8 sin2x dx=x2 D�: With a symbolic algebra

code or an HP-28S, how many decimal places do you get? Cut off
the integral to

r A�A and test large and smallA:

12 These four integrals all equal�:» 1

0

dxa
x.1�x/ » 8�8 sinx

x
dx

8

3

» �

0
sin4x dx

» 8
0

x�1=2dx

1Cx

(a) Apply the midpoint rule to two of them until
� � 3:1416:
(b) Optional: Pick the other two and find� � 3:

13 To compute ln2D
r 2

1 dx=xD :69315 with error less than
.001, how many intervals shouldTn need? Its leading error is
.�x/2Œy1.b/�y1.a/�=12: Test the actual error withyD 1=x:

14 CompareTn with Mn for
r 1

0

?
x dx and nD 1;10;100: The

error prediction breaks down becausey1.0/D8:
15 Take f .x/D

r x
0 y.x/ dx in error formula 3R to prove that

r �x
0 y.x/dx�y.0/�x is exactly1

2 .�x/
2y1.c/ some pointc:

16 For the periodic functiony.x/D 1=.2Ccos6�x/ from�1 to 1,
compareT andS andG for nD 2:

17 ForI D
r 1

0

a
1�x2 dx, the leading error in the trapezoidal rule

is : Try nD 2;4;8 to defy the prediction.

18 Change to xD sin�;
a
1�x2 D cos�;dxD cos� d� , and

repeatT4 on
r �=2

0 cos2� d� . What is the predicted error after
the change to�?

19 Write down the three equationsAy.0/CBy
�

1
2

�

CCy.1/D I

for the three integralsI D
r 1

0 1dx;
r 1

0 x dx;
r 1

0 x
2 dx: Solve for

A;B;C and name the rule.

20 Can you invent a rule usingAy0 CBy1=4 CCy1=2 CDy3=4 C

Ey1 to reach higher accuracy than Simpson’s?

21 Show thatTn is the only combination ofLn andRn that has
second-order accuracy.

22 Calculate
r
e�x2

dx with ten intervals from0 to 5 and 0
to 20 and0 to 400: The integral from0 to8 is 1

2

?
�: What is the

best point to chop off the infinite integral?

23 The graph ofy.x/D 1=.x2 C10�10/ has a sharp spike and
a long tail. Estimate

r 1
0 y dx from T10 and T100 (don’t expect

much). Then substitutexD 10�5 tan�;dxD 10�5sec2� d� and
integrate105 from 0 to �=4:

24 Compute
r 4

0 |x��|dx from T4 and compare with the
divide and conquer method of separating

r �
0 |x��|dx from

r 4
� |x��|dx:
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25 Find a;b;c so that yD ax2 CbxCc equals 1;3;7 at
xD 0; 1

2 ;1 (three equations). Check that16 �1C 4
6 �3C 1

6 �7
equals

r 1
0 y dx:

26 Find c in S�I D c.�x/4Œy3.1/�y3.0/� by taking yD x4

and�xD 1:

27 Find c in G�I D c.�x/4Œy3.1/�y3.�1/� by taking
yD x4,�xD 2, andGD .�1=?3/4 C.1=

?
3/4:

28 What condition ony.x/ makesLn DRn DTn for the integral
r b

a y.x/ dx?

29 Supposey.x/ is concave up. Show from a picture that
the trapezoidal answer is too high and the midpoint answer is
too low. How doesy2¡ 0 make equation (5) positive and (6)
negative?
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