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This handbook is a continuation of the Handbook of Ele- 
mentary Mathematics by the same author and includes mate- 
rial usually studied in mathematics courses of higher educa- 
tional institutions.

The désignation of this handbook is twofold.
Firs tly, it is a reference work in which the reader can find 

définitions (what is a veclor product?) and factua) information, 
such as how to find the surface of a solid of révolution 6r how 
to expand a function in a trigonométrie sériés, and so on. 
Définitions, theorems, rules and formulas (accompanied by 
examples and practical hints) are readily found by reference 
to the comprehensive index or table of contents.

Secondly, the handbook is intended for systematic reading. 
It does not take the place of a textbook and so full proofs 
are only given in exceptional cases. However, it can well 
serve as material for a first acquaintance with the subject. 
For this purpose, detailed explanations are given of basic 
concepts, such as that of a scalar product (Sec. 104), l imit 
(Secs. 203~206), the differential (Secs. 228-235), or infinité 
sériés (Secs. 270, 366-370). Ail rules are abundantly  illustra- 
ted with examples, which form an intégral part of the hand­
book (see Secs. 50-62, 134, 149, 264-266, 369, 422, 498, and 
others). Explanations indicate how to proceed when a rule 
ceases to be valid; they also point out errors to be avoided 
(see Secs. 290, 339, 340, 379, and others).

The theorems and rules are also accompanied by a wide 
range of explanatory material . In some cases, emphasis is 
placed on bringing out the content of a theorem to facilitate 
a grasp of the proof. At other times, spécial examples are 
illustrated and tne reasoning is such as to provide a complété 
proof of the theorem if applied to the general case (see Secs. 
148, 149, 369, 374). Occasionally, the explanation simply 
refers the reader to the sections on which the proof is based. 
Material given in small print may be omitted  in a first read­
ing;; however, this does not mean it is not important .

Considérable at tention has been paid to the historical 
background of mathematical  entities,  their  origin and develop­
ment. This very often helps the user to place the subject 
matter in its proper perspective. Of particular  interest in this 
respect are Secs. 270, 366 together with Secs. 271, 383, 399, 
and 4 00, which, it is hoped, will give the reader a clearer 
understanding of Taylor’s sériés than is usually obtainable in 
a formai exposition. Also, biographical information from the 
lives of mathematicians has been included where deemed 
advisable.
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1. The Subject of Analytlc Geometry

The school (elementary) course of geometry treats of the 
rroperties of rectilinear figures and the circle. Most important 
:-:e constructions; calculations play a subordinate rôle in the 
'.heory, although their practical significance is great. Ordina- 
•:!y, the choice of a construction requires ingenuity. That is 
*.he chief difficulty when solving problems by the methods of 
elementary geometry.

Analytic geometry grew out of the need for establishing 
-niform techniques for solving geometrical problems, the aim 
being to apply them to the study of curves, which are of 
particular importance in practical problems.

This aim was achieved in the coordinate method (see Secs. 
2 to 4). In this method, calculations are fundamental, while 
ronstructions play a subordinate rôle. As a resuit, solving 
problems by the method of analytic geometry requires much 
ess inventiveness.

The origins of the coordinate method go back to the Works 
of the ancient Greek mathematicians, in particular Apollonius 
■ 3-2 century B. C.). The coordinate method was systemati- 
cally elaborated in the first half of the 17th century in the 
works of Fermât l) and Descartes.2) However, they considered 
only plane curves. It was Euler 3) who first applied the coor­
dinate method in a systematic study of space curves and 
surfaces.

*) Pierre Fermât (1601-1655), celebrated French mathematician,  
one of the forerunners of Newton and Leibniz in developing the diffe- 
rential calculus; made a great contribution to the theory of numbers. 
Most of F e rm a t’s works (including those on analytic geometry) were 
not published during the author’s lifetime.

*) Rene Descartes (1596-1650), celebrated French philosopher 
and mathematician. The year 1637, which saw the publication of his 
Geometrie, an appendix to his philosophical treatlse, is taken to be 
the date of birth of analytic  geometry.

3) Leonhard Euler (1707-1783), born in Switzerland, wrote 
over 800 scientific papers and made important  discoveries in ail of 
the phyaico-mathematical  sciences.
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2. Coordlnates

The coordinates of a point are quantities which détermine 
the position of the point (in space, in a plane or on a curved 
surface, on a straight or curved line). If, for instance, a point 

M lies somewhere on a straight line 
q M X'X  (Fig. 1), then its position may

—,----- '------------- 1--- jr be defined by a single number in the
x  following manner: choose on X'X  some

Fig .  i initial point O and measure the segment
OM in, say, centimètres. The resuit 

will be a number x, either positive or négative, depending 
on the direction of OM (to the right or to the left if the 
straight line is horizontal). The number x is the coordinate 
of the point M.

The value of the coordinate x dépends on the choice of 
the initial point O, on the choice of the positive direction on 
the straight line and also on the scale unit.

3. Rectangular Coordinate System

The position of a point in a plane is determined by two 
coordinates. The simplest method is the following.

Two mutually perpendicular straight lines X'X  and Y'Y 
(Fig. 2) are drawn. These are termed coordinate axes. One 
(usually drawn horizontally) is the axis of abscissas, or the

y

" S  ,

X ' 0 ~ x  X  0 X

Y’ Yf

Fig. 2 Fig. 3

x-axis (in our case, X'X), and the other is the axis of ordi­
nales:, or the y-axis (Y'Y). The point O, the point of inter­
section of the two axes, is called the origin of coordinates or 
simply the origin. A unit of length (scale unit) is chosen. It 
may be arbitrary but is the same for both axes.

On each axis a positive direction is chosen (indicated by 
an arrow). In Fig. 2, the ray OX is the positive direction of
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*-e x-axis and the ray OY is the positive direction of the 
r-2 xis.

It is customary to choose the positive directions (Fig. 3) 
so that a counterclockwise rotation of the ray OX through 90° 
* iII bring it to coincidence with the positive ray OY.

The coordinate axes X'X, Y'Y (with established positive 
directions ànd an appropriate scale unit) form a rectangular 
soordinate System.

4 . Rectangular Coordlnates

The position of a point M in a plane in the rectangular 
coordinate System (Sec. 3) is determined as follows. Draw MP 
parallel to Y'Y  to intersection with the Jt-axis at the point P 
«Fig. 4) and MQ parallel to X'X  
:o its intersection with the y-axis 
at the point Q. The numbers x and 
y which measure the segments OP 
and OQ by means of the chosen scale 
unit (sometimes by means of the 
segments themselves) are called the 
rectangular coordlnates (or, simply, 
coordinates) of the point M. These 
numbers are positive or négative 
depending on the directions of the 
segments OP and OQ. The num- 
ber x is the abscissa of the point M 
and the number y is its ordinate.

In Fig. 4t the point M has abscissa x =  2 and ordinate 
y =  3 (the scale unit is 0.4 cm.) This information is usually 
written briefly as M (2, 3). Generally, the notation M (a, b) 
means that the point M has abscissa x = a  and ordinate y =  b.

Examples. The points indicated in Fig. 5 are designated 
as follows: AY( +  2t + 4 ), A2(—2, + 4 ), A3 (-\-2, —4), 
.44 ( — 2, — 4), £ i (  +  5, 0), B2(0, - 6 ) ,  0 (0 , 0).

Note. The coordinates of a given point M will be different 
in a different rectangular coordinate System.

5. Quadrants

The four quadrants formed by the coordinate axes are 
numbered as shown in Fig. 6. The table below shows the 
signs of the coordinates of points in the different quadrants.
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Fig. 5 Fig. 6

its ordinate y is zéro. If a point lies on the axis of ordinates 
(point B2, for example, in Fig. 5), then its abscissa is zéro.

6. Oblique Coordinate System

There are also other Systems of coordinates besides the 
rectangular System. The oblique System (which most resemb- 

les the rectangular coordinate System) is 
constructed as follows (Fig. 7): draw 
two nonperpendicular straight lines 
X'X  and Y'Y (coordinate axes) and 
proceed as in the construction of the 
rectangular coordinate System (Sec. 
3). The coord inates x =  OP (abscissa) 
and y =  PM (ordinate) are defined as 
in Sec. 4.Fig. 7
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The rectangular and oblique Systems of coordinates corne 
_rder the generic heading of the cartesian coordinate System.

Among coordinate Systems other than the cartesian type, 
::equent use is made of the polar System of coordinates (see 
Sec. 73).

7. The Equation of a Line

Consider the équation x-\-y =  3, which relates an abscissa 
x and an ordinate y. This équation is satisfied by the set of 
:airs of values x, y , for example, x = l ,  y =  2, x — 2 and 
y =  \, x =  3 and y =  0, x =  4 and y =  — 1, and so on. Each

pair of coordinates (in the given coordinate System) is asso- 
ciated with a single point (Sec. 4). Fig. 8a depicts points 
.4 i(l, 2), A2 (2, 1), A3 (3, 0), A4 (4, — 1), ail of which lie on 
a single straight line UV. Any other point whose coordinates 
satisfy the équation x4-y  =  3 will also lie on the same line. 
Conversely, for any point lying on the straight line UV, the 
coordinates x, y satisfy the équation x-\-y =  3.

Accordingly, one says that the équation x~Vy =  3 is the 
équation of the straight line UV, or the équation x-\~y =  3 
represents (defines) the straight line UV. Similarly, we can 
say that the équation of the straight line ST (Fig. 8b) is 
y =  2x, the équation x2-\-y2 — 49 defines a circle (Fig. 9), the 
radius of which contains 7 scale units and the centre of which 
lies at the origin of coordinates (see Sec. 38).

Générally, the équation which relates the coordinates x 
and y is called the équation of the line (curue) L provided
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the following two conditions hold: (1) the coordinates x, y of 
any point M of the line L satisfy the équation, (2) the coor­
dinates x, y of any point not lying on the line L do not 
satisfy the équation.

The coordinates of an arbitrary point M on the line L are 
called ruhning ( mouing, or current) coordinates since the line

L can be formed by mo- 
ving the point M.

In Fig. 10, let Aft , M ?, 
M s, . . . be consecutive posi­
tions of a point M on a line 
L. Drop a sériés of per- 
pendiculars M ,P , t M 2P2,

k r

P p,p2p3paps x
Fig. 10

M aPs, . . .  on the *-axis to form the segments Pt M lt P 2M t .
PsM a............Then, on the axis OX (*-axis) we obtain the segments
OP4, OP,, OP3............These segments are abscissas. The word cornes
from the Latin  abscindere, meaning “to eut off": The term “ordinate" 
cornes from the Latin  ordinatim ducta, meaning “conducted in an 
orderly manner".

By representing each point in the plane by its coordinates, and 
each Une by an équation that relates the running coordinates, we re-. 
duce geometrical problems to analytical (computational) problems. 
Hence, the name “analytic geometryV

8. The Mutual Positions of a Line and a Point

In order to state whether a point M lies on a certain line 
L, it is sufficient to know the coordinates of M and the équ­
ation of the line L. If the coordinates of M satisfy the équ­
ation of L, then M lies on L; otherwise it does not lie on L.

Example. Does the point A (5, 5) 1 ie on the circle x2 +  y2 =  49 
(Sec. 7)?

Solution. Put the values x =  5 and y =  5 into the équation 
x2+ y 2 =  49. The équation is not satisfied and so the point A 
does not lie on the circle.
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t .  The Mutual Positions of Two Lines

In order to state whether two lines hâve common points 
--.d if they do, how many, one has to know the équations of 
*“e lines. If the équations are simultaneous, then there are 
.-?mmon points, otherwise there are no common points. The 
-jmber of common points is equal to the number of solutions 
zi the System of équations.

Example 1. The straight line x-\-y =  3 (Sec. 7) and the 
::rcle x2-\-y2 =  49 hâve two points in common because the 
System

jc +  i/ =  3, x2 +  (/2 =  49
-.as two solutions:

and

*2 =

3 + V" 8 9

3 - ^ 8 9

6 .22, y \ '
3-1^89 

: 2 =  —3.22

' — 3.22, y 2 —3 + 1^89
; 6.22

Example 2. The straight line x-\-y =  3 and the circle 
x2 -p y2 =  4 do not hâve any common points because the System

x +  y =  3, x2 +  y* =  4

has no (real) solutions.

10. The Distance Betwéen Two Points

The distance d between the points A1 (xx, yx) and 
.42 (*2* 1/2) 's given by the formula

d =  V(xî — je, ) 2 +  (yz—y1Y ( l )

Example. The distance between the points M (—2.3, 4.0) 
and N (8.5, 0.7) is

d =  Y"(8 .5+ 2 .3 )a +  (0.7 — 4)a=  V" 10.82+ 3 .3 a «  11.3 

(scale units).
Note 1. The order of the points M and N is immaterial; 

.Y may be taken first and M second.
Note 2. The distance d is takempositive and so the square 

root in formula (1) has only one sign (positive).
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11. Dlvldlng a Line-Segment In a Glven Ratio

In Fig. 11 take the points Ax (xlt yx), A2 (x2, y2). H is 
required to find the coordinates x and y of the point K which 

divides the segment AXA2 in the ratio

nonsymmetrical form

AXK K A2 — /7z 1: m2
The solution is given by the for­

mulas
X _ m 2x l + m lx 2 

m i + m 2 
m 2yx + m xy 2 

J  m l +m2

If the ratio m1:m2 is denoted by 
the letter then (1) assumes the

_ x t + kx2 _  U i+ l i /2
\ + \  ' y  ~~ 1+A, ( 2)

Example 1. Given the point B ( 6, —4) and the point O 
coincident with the origin. Find the point K which divides 
BO in the ratio 2:3.

Solution. In formula (1) substitute
mx =  2, m2 =  3, xx =  6, y1 =  —4, x2 =  0, y2 =  0

This yields
18 0 c 12 r>/i

* = T  =  3'6' l/ =  - -  =  -2 .4

which are the coordinates of the desired point K.
Note 1. The expression “the point K divides the segment 

,4^2 in the ratio means that the ratio ml :m2 is
equal to the ratio of the segments AXK .K A 2 taken in this 
order and not in the reverse order. In Example 1, the point 
K  (3 .6—2.4) divides the segment BO in the ratio 2:3 and 
the segment OB in the ratio 3:2.

Note 2. Let the point K divide the segment AXA2 exter- 
nally; that is, let the point lie on a continuation of the seg­
ment AxA2. Then formulas (1) and (2) hold true if we affix 
a minus sign to the quantity m1:m2 =  X.

Example 2. Given the points 4̂1 (1, 2) and A2 (3, 3). Find 
the point, on the continuation of the segment AxA2t that is 
twice as far from Ax as from A2.

Solution. We hâve X =  mx:m2 =  —2 (so that we can put 
m1 =  — 2, m2= l ,  or mx — 2, m2 =  — 1). By formula (1) we
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f c d
1 • l + ( - 2 ) - 3

- 2+1 = 5, y  _  1 • 2 + ( -  2) - 3 __ ^

l ia .  Mldpolnt of a Line-Segment

The coordinates of the midpoint of a line-segment AYA2 
ire equal to the half-sums of the corresponding coordinates 
:f  its end-points:

x1 + Arg _ yx + y*
2 » y  2

These formulas are obtained from (1) and (2), Sec. 11, by 
putting ml =  m2— \ or X = l.

12. Second-Order Déterminant1*

The notation |  ̂  ̂ | dénotés the very same thing as ad — bc. 

Examples.

|3   ̂j =  2 ■ 5—3-7 = —11,

|g   ̂| =  3 • 2—6 • (— 4) =  30

The expression j ®  ^  j is called a déterminant of the se- 
jond order.

13. The Area of a Triangle

Let the points Ax (xlt yx)t A2 (x2, y2)> A3 (.x3, y3) be the 
vertices of a triangle. Then the area of the triangle is given 
by the formula

s = ± ±  * 1— *3 y i — 1/3 (1)
* 2— *3 y 2— y* 1 ;

On the right side we hâve a second-order déterminant (Sec. 12). 
We assume the area of a triangle to be positive and take 
the positive sign in front of the déterminant if the value of

*) Déterminants are explained in detail in Secs. 182 to 185.
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the déterminant is positive; we take the minus sign if it is 
négative.

Example. Find the area of a triangle with vertices A (1, 3), 
5(2 , —5) and C (—8, 4).

Solution. Taking A as the first vertex, B as the second 
and C as the third, we find

* i— * 3  y \— y* 1 + 8 3 — 4 9 —1

H to 1 c* to 1 00 2 + 8 —5 — 4 10 —9
=  —81 +  10 =  —71

In formula (1) we take the minus sign and get

S = - - - ( - 7>)=35.5

However, if we take A for the first vertex, C for the se­
cond and B for the third, then

*1—*3 ÿl-1/3 I 1 — 2 3 +  5 1 - 1  8
*2 — * 3  y%— y* —1— 8—2 4 +  5 “ 1-10  9

In formula (1) we hâve to take the plus sign, which again 
yields 5 =  35.5.

Note. If the vertex A3 coincides with the origin of coor- 
dinates, then the area of the triangle is given by the formula

5 = ± T
y\ 

*2 y 2

This is a spécial case of formula (1) for x3= y 3 =  0.

(2)

14. The Stralght Line. An Equation Solved 
for the Ordlnate (Slope-lntercept Form)

Any straight line not parallel to the axis of ordinates 
may be represented by an équation of ihe form

y = a x  +  b (1)
Here, a is the tangent of the angle a  (Fig. 12) formed by 
a straight line and the positive direction of the axis of abs- 
cissas l) (a =  tan a  =  tan ^  XLS), and the number b is equal *)

*) The initial slde of the angle a  is the ray OX.  On the straight 
line SS '  we can take any one of the rays L S ,  LS'.  The angle X L S  
is considered positive if a rotat ion which brlngs to coïncidence the 
rays L X  and LS  is performed in the same direction as the rotation 
through 90° that brings to coincidence the axis OX and the axis OY 
( that  is, counterclockwise in the oustomary arrangement).
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n magnitude to the length of the segment OK intercepted 
:y the straight line on the axis of ordinates; the number b 
$ positive or négative dépending on the direction of the seg­

ment OK. If the straight line passes through the origin, b =  0.
The quantity a is called the slope and the quantity b, 

:he initial ordinale.

Fig. 12 Fig. 13 Fig. 14

Example 1. Write the équation of a straight line (Fig. 13) 
which forms an angle a  =  —45° with the x-axis and inter- 
cepts an initial ordinate 6 = —3.

Solution. The slope a =  tan(—45°) =  — 1. The desired 
équation is y =  —x —3.

Example 2. What line does the équation 3 x = }^ 3  y rep­
osent?

Solution. Solving for y we find y = Y 3 x. From the slope 
a = Ÿ ~ 3 we find the angle a: since tana =  |^ 3 ,  it follows 
that a = 6 0 °  (or a =  240°). The initial ordinate 6 =  0, and so 
this équation represents the straight line UV (Fig. 14) which 
passes through the origin and forms with the x-axis an angle 
of 60° (or 240°).

Note 1. Unlike the other types of équations of a straight 
Une (see Secs. 30 and 33), Eq. (1) is solved for the ordinate 
and is termed the slope-intercept form of the équation of a 
straight line.

Note 2. A straight line parallel to the axis of ordinates 
cannot be represented by an équation solved for the ordinate. 
Compare Sec. 15.
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15. A Straight Line Parallel to an Axis

A straight line parallel to the axis of abscissas (Fig. 15) 
is given by the équation l)

y = b  (1)
where b is equal, in absolute value, to the distance from the 
axis of abscissas to the straight line. If b > 0, then the 
strairht line lies above the axis of abscissas (see Fig. 15);

if b < 0, then it is below the axis.
The axis of abscissas itself is given by 
the équation

y = 0 (la)
A straight line parallel to the axis 

of ordinates (Fig. 16) is given by the 
équation 2)

x =  f (2)
The absolute value of f  gives the distance from the axis of 
ordinates to the straight line. If f  > 0, the straight line lies 
to the right of the axis of ordinates (see Fig. 16); if / < 0,

,Y

/
b
\

0 X

I Ig. 15

iÙ i Y

«5 II

-------------------  Il
**

i

0 X  0 X 0 X

Fig. 16 Fig. 17 Fig. 18

it lies to the left of the axis. The axis of ordinates itself is 
given by the équation

x =  0 (2a)

Example 1. Write the équation of the straight line that 
intercepts the initial ordinate b — 3 and is parallel to the 
x-axis (Fig. 17).

Answer. y =  3. *)

*) Eq. (1) is a spécial case of the équation ij — ax + b solved for the 
ordinate (Sec. 14). The slope a — 0.

?> Eq. (2) is a spécial case of x = a'y + b' solved for the abscissa. 
The slope a' = 0.
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Example 2. What kind of line is given by the équation 
Fr — 5 =  0?

Solution. Solving the équation for x, we get x = ----   .
The équation represents a straight line which is parallel to 
*he y-axis and lies to the left of it at a distance of -|-

Fig. 18). The quantity f = ---- j  may be called the initial
zbscissa.

16. The General Eq atlon of the Straight Une

The équation
Ax -j- By +  C =  0 (1)

*here A, B, C can take on any values, provided that the 
::efficients A and B are not simultaneously zéro1)) describes 
î straight line (cf. Secs. 14, 15). This équation represents 
:ny straight line, and so it is called the general équation

the straight line.
If A = 0 ,  i.e. Eq. (1) does not contain *, then it repre- 

v:nts a straight line parallel2) to the x-axis (Sec. 15).
If B =  0, i.e. Eq. (1) does not contain y, then it describes 

• -traight line parallel 2> to the y-axis.
When B is not equal to zéro, Eq. (1) may be solved for 

:.~e ordinate y; then it is reduced to the form

(
A C \

where a =  — -jf  , b =  — -g- J (2)

Thus, the équation 2x — 4y -f- 5 =  0 (A =  2, B =  —4, C —5) 
-educes to the form

y =  0.5x-|- 1.25

a = --------=  0.5, b =  -j- =  1.25^ solved for the ordinate—4 -  4 J

(initial ordinate 6=1.25, slope a =  0.5, so that a  «  26°34'; 
see Sec. 14).

Similarly, for A ?= 0 Eq. (1) may be solved for x.
If C =  0, i.e. Eq. (1) does not contain the absolute term, 

t describes a straight line passing through the origin (Sec. 8). *)
*) For A = B = 0 we hâve either the identity 0 = 0 (if C = 0) or 

o-nething senseless like 5 = 0 (for C ¥= 0).
:) The x-axis is included in the group of s traight Unes parallel 

:o the x-axis. The same goes for Unes parallel to the y-axis (the y-axis 
-tself 1s included).
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17. Constructlng a Stralght Line on the Basls of Its Equation

To construct a straight line, it suffices to fix two of its 
points. For example, one can take the points of intersection 
vvith the axes (if the straight line is not parallel to any axis 
and does not pass through the origin); when the line is pa­

rallel to one of the axes or pas­
ses through the origin, we hâve only 
one point of intersection). For 
greater précision, it is advisable to 
find one or two check points.

Example. Construct the straight 
line 4*-f-3 t/= l. Putting y — 0, we 
find (Fig. 19) the point of interse­
ction of the straight line with the
axisof abscissas: Al ^-—, 0^. Put­
ting x =  0, we get the point of 
intersection with the axis of ordina-
tes: A2 ^0, . These points are
too close to one another and so let 

us specify another two values of the abscissa, say, x =
=  — 3 and * = + 3 ,  which yield the points 4̂3  ̂—3, ,

Aa ^3, — . Draw the straight line A4Al A2Aa.

18. The Parallellsm Condition of Straight Lines

The condition that two straight Unes given by the équa­
tions

y =  a1x +  ̂ 1, (1)
y =  a2x +  b2 (2)

be parallel is the equality of the slopes
ax =  a2 (3)

The straight Unes (1) and (2) are parallel if the slopes are 
not equal.11

Example 1. The straight Unes y =  3x —5 and y =  3*-f-4 
are parallel since their slopes are equal (^  =  **2 =  3).

') Here, and henceforward, two coïncident straight Unes are con- 
sldered parallel.
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Example 2. The straight Unes y =  3 x —5 and y  =  6 x —8 
ire not parallel since their slopes are not equal (ar= 3 ,  

=*= 6).
Example 3. The straight Unes 2y =  3x—5 and 4 y  =  6 x —8

f  3 6 3 \ire parallel since their slopes are equal ( =  — , a * = ~ = ~2 ) ■
Note 1. If the équation of one of two straight Unes does 

not contain an ordinate (i.e. the straight line is parallel to 
the y-axis), then it is parallel to the other straight line, 
provided that the équation of the latter does not contain y  
either. For example, the straight lines 2 x + 3 = 0  and x =  5 
are parallel, but the straight lines x —3 = 0  and x —y =  0 are 
not parallel.

Note 2. If two straight lines are given by the équations 
A i X - \ -  B 1y - \ - C 1 =  0 , ^
A 2x  +  B 2y  +  C 2 =  0 f (4)

then the condition of parallelism is
A xB 2 — A 2B \  ̂ =0 (5)

or, in the notation of Sec. 12,

M i  £ i  | _ o  
I A2 £ 2 | - u

Example 4. The straight lines
2x—7 y + 12 =  0

x —3.5y +  10 =  0
and

are parallel since
Ai B± 1_ 2 —7
A2 B2 1 1 — 3.5 =  2-(—3.5) — 1 (—7) =  0

Example 5. The straight lines
2x — 7y+ 12  =  0

3* +  2y—6 =  0
are not parallel since

and

2 —7 =  25 03 2 1
Note 3 . Equality (5) may be written as 

A t B M (6)
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which states that the condition for the straight Unes (4) being 
parai tel is the proportionality of the coefficients of the runn- 
ing coordinates. x) Compare Examples 4 and 5. If the absolute 
terms are proportional as well, i. e. if

then the straight lines (4) are not only parallel but are also 
coincident. Thus, the équations

3* +  2y—6 =  0
and

6x +  4y— 12 =  0 
describe one and the same straight line.

19. The Intersection of Straight Lines

To find the point of intersection of the straight lines
Bxy-\-Cx =  0 (1)

and
Bzy -f-C2=0 (2)

it is necessary to solve the System of équations (1) and (2). 
As a rule, this System yields a unique solution and we obtain 
the desired point (Sec. 9). The only possible exception is the 

A Bequality of the ratios and , i.e . when the straightDt
lines are parallel (see Sec. 18, Notes 2 and 3).

Note. If the given straight lines are parallel and do not 
coincide, then the System (l)-(2) has no solution; if they 
coincide, there is an infinity of solutions.

Example 1. Find the points of intersection of the straight 
lines y =  2x—3 and t/ = — 3x +  2. Solving the System of 
équations, we find x = l ,  y =  — 1. The straight lines inter- 
sect at the point (1, —1).

Example 2. The straight lines
2x— 7 y +  12 =  0, x —3.5 y +  10 =  0

are parallel and do not coincide since the ratios 2:1 and 
(—7):(—3.5) are equal, but they are not equal to the ratio

*) It may turn out that one of the quantifies A t oi B t (but not 
both together, see Sec. 16) is equal to zéro. Then the proportion (6) 
may be understood in the meaning that the corresponding numerator 
is also zéro. The proportion (7) has the same meaning for C* = 0
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2:10 (cf. Example 4, Sec. 18). The given System of equati- 
:ns has no solution.

Example 3. The straight lines 3 x + 2  y —6 =  0 and 
■ i- iA y — 12 =  0 coïncide since the ratios 3:6, 2:4 and 
—6):(—12) are equal. The second équation is obtained from 
ie first by multiplying by 2. This System has an infinity 
: solutions.

2t. The Perpendlcularlty Condition of Two Straight Lines

The condition that two straight lines given by the
équations

y = a 1x - \ - b 1, (1)
y  =  a i x + b i  (2)

>e perpendicular is the relation
a\a2 =  — 1 (3)

• hich States that two straight lines are perpendicular if the 
xoduct of their slopes is equal to — 1, and they are not
perpendicular if the product is not equal to —1.

Example 1. The straight lines y  =  3 x  and y  —  — -• x  are 

perpendicular since a1a2 =  3-^ — — )  = — 1.

Example 2. The straight lines y  =  3 x  and y  =  \  x  are not 

perpendicular since a xa 2 =  3- — =  1.
N o t e  î .  If the équation of one of the two straight bnes 

does not contain an ordinate (i. e. the straight line is parallel 
:o the y~axis), then it is perpendicular to the other straight 
ine provided that the équation of the latter does not contain 

in abscissa (then the second straight line is parallel to the 
axis of abscissas), otherwise the straight lines are not per­
pendicular. For example, the straight lines x =  5 and 3y +  2 = 0  
ire perpendicular and the straight lines x ^ 5 ,  and y  =  2 x  are 
not perpendicular.

N o t e  2 .  If two straight lines are given by the équations
A \X - \ -  B l y - \ - C i  =  0 t A 2x - \ - B 2y - \ - C 2 =  0  (4)

then the condition for their being perpendicular is 
A\A2 +  BiB2 =  0 (5)
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Example 3. The straight lines 2jc +  5ï/ =  8 and 5x — 2t/ =  3 
are perpendicular; indeed, i4x =  2, A2 =  5, B1 =  5t B2 = — 2, 
and so AXA2 +  BXB2 =  10— 10=0.

Example 4. The straight lines — x — — 0 and 2x—3y =  0
are not perpendicular since A1A2 +  B1B2= 2 .

21. The Angle Between Two Straight Unes

Let two nonperpendicular straight lines Lx, L2 (taken in 
a spécifie order) be given by the équations

y = a xx +  blt 
y = a 2x +  b2.

Then the formula l)
tan 0  = a2~

1 + a xa2

(O

(2)

(3)

yields the angle through which the first straight line must 
be rotated in order to make it parallel to the second line.

Example 1. Find the angle between the straight lines 
y = 2 x —3 and y =  — 3 x + 2  (Fig. 20.)

Here, ax = 2, a2= — 3. By formula 
(3), we find

tan 0  =  1 + 2.(_ 3 ) =  1

whence 0  =  -f-45°. This means that 
when the straight line y = 2 x —3 (AB 
in Fig. 20) is tumed through the ang­
le+ 45° about the point of intersection 
À f(l, —1) of the given straight lines 
(Example 1, Sec. 19), it will coincide 
with the straight line y = —  3 x + 2  
(CD in Fig. 20). It is also possible to 
take 0  =  180° +  45°=225°, 0  = —180° 
+  4 5 ° = — 135°, and so on. (These 
angles are denoted by 0 X, 0 a in Fig. 20).

Example 2. Find the angle between the straight lines 
y  =  — 3 x + 2  and y = 2 x —3. Here, the lines are the same as 
in Example 1, but the straight line CD (see Fig. 20) is the 
first one and AB is the second. Formula (3) yields tan 0  =  — 1,

*) On its applicability  when the straight lines L x, L t are perpen­
dicular, see Note 1 below.

Fig. 20
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e 0  =  — 45° (or 0 = 1 3 5 °  or 0  =  — 225°, etc.). This is the 
*ngle through which the straight line CD must be rotated to 
:r.'ng it into coincidence with AB.

Example 3. Find the straight line that passes through 
'"■e origin and intersects the straight line y = 2x —3 at an 
in gle of 45°.

Sofution. The sought-for straight line is given by the 
rcnation y = a x  (Sec. 14). The slope a may be found from (3) 

taking the slope of the given straight line in place of at 
..e . by putting a1= 2); in place 

:i a2 we take the slope a of the de- 
:j-ed straight line, and in place of
0. an angle of +  45° or —45°. We 

get

The problem has two solutions:
* =  — 3x (the straight line AB in
Fig. 21) and y =  -- x (the straight

ne CD).
Vote 1. If the straight Unes (1) Fig. 21

ir.d (2) are perpendicular (0  =
= = 90°), then the expression 1 + a xa2 in the denominator
J  (3) vanishes (Sec. 20) and the quotient-j— ~ -  ceases to
exist. l) At the same time, tan 0  ceases to exist (becomes 
infinité). Taken literally, formula (3) is meaningless; in this 
case it has a conventional meaning, namely that each time 
the denominator of (3) vanishes the angle 0  is to be consi- 
cered ±  90° (both a rotation through +90° and one through 
—90° brings either of the perpendicular straight Unes to 
coincidence with the other).

Example 4. Find the angle between the straight Unes
y =  2x—3 and y =  — — x +  7 ^a1==2, a2 =  — If we first

isk whether these straight Unes are perpendicular, the answer 
yes by the characteristic (3) of Sec. 20 so that we obtain 

0 =  ^90° even without formula (3). Formula (3) yields the

*> The numerator a2- a t is not zéro since the slopes a ,,  az (Sec. 1b) 
4.e equal only in the case of parallel straight Unes.
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same resuit. We get

In accordance with Note 1, this equality is to be understood 
in the meaning that 0 = ±  90°.

Note 2. If even one of the straight Unes Lly L2 (or both) 
is parallel to the y-axis, then formula (3) cannot be applied 
because then one of the straight lines (or both) cannot be 
represented (Sec. 15) by an équation of the form (1). Then 
the angle 0  is determined in the following manner:

(a) when the straight line L2 is parallel to the y-axis and 
Lx is not parallel, use the formula

tan 0  =  —a,

(b) when the straight line Lx is parallel to the y-axis and 
L2 is not parallel, use the formula

tan 0  = ------a,

(c) when both straight lines are parallel to the y-axis, they 
are mutually parallel, so that tan 0  =  0.

Note 3. The angle between the straight lines given by the
équations

i4i* +  £ iy  +  C i= 0 (4)
and

A2x -f- B2y -\-C2= 0 (5)
may be found from the formula

(6)

When AxA2-\-B1B2= 0 ,  formula (6) is given a conventional 
meaning (see Note 1) and 0 = i9 O ° .  Compare Sec. 20, 
formula (5).

22. The Condition for Three Points Lylng on One Straight Une

The three points Ax(xlt yx), A2 (x2, y2), A3 (x3t y3) lie on 
one straight line if and only i f x)

*2  —*1
X3—Xi

y2—yi
y * — y \

= o ( i )

*> The left side of (1) is written in the form of a déterminant 
(see Sec. 12).
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. nis formula also states (Sec. 13) that the area of the "tri- 
mgle” A2A3A1 is zéro.

Example 1. The points Ax (— 2, 5), A2 (4, 3), i4a (16, —1) 
:e on one straight line since

6 — 21 
18 — 6 |

=  6 ( —6) — (—2 ) 1 8 = 0

Example 2. The points A1 (—2, 6), A2 (2, 5), As (5, 3) do 
not lie on one straight line since

*2 —*1 yz—yi 1 1 4 + 2  3 —5
*3 —*1 yz—yi 11 |l6 +  2 — 1—5

1*2—*1 2̂ — 0il I 2 +  2 5 — 6
Us—*1 y* —  y \ \ 15 + 2  3—6

4 — 1
7 —3 =  — 5

23. The Equation of a Straight Une 
Through Two Points (Two-Polnt Form)

A straight line passing through two points Ax (xx, yx) and 
At {x2, y2) is given by the équation l)

* 2 — * i  £/2 —  £/i

* — *i y  — Vi
( 1 )

It states that the given points Al2 A2 
and the variable point À (x , y) lie on 
one straight line (Sec. 22).

Eq. (1) may be represented (see 
note below) in the form

x —*i _  y —yi
** — *i yt—yi (2)

This équation expresses the proportionality of the sides of 
the right triangles AXRA and AXSA2 depicted in Fig. 22, 
where

x x =  O P l t  x 2 =  O P 2t x = O P ,  
x  — x l  =  A1R, x2—xx =  AiS;
y \ — P i A i ,  y 2= P z A i ,  y = P A ,  
y  —yi =  R A ,  y2—y i = S A 2

Example 1. Form the équation of the straight line passing 
through the points (1, 5) and (3, 9).

') The left side of (1) is written. in the form of a déterminant 
(see Sec. 12).
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Solution. Formula (1) gives
I 3  — 1

U — 1
9 — 5
y —5

=  0 , or 2
x — 1

4
y —5 I

that is, 2 (1/ — 5) — 4(x — 1) =  0 or 2x— //-f-3 =  0.
Formula (2) yields =  Whence we again get

2x — y -f- 3 =  0.
Note. When x2 =  x1 (or y2 =  y 1), one of the denominators 

of (2) is zéro; then Eq. (2) should be taken to mean that the 
corresponding numerator is zéro. See Example 2 below (also 
the footnote on page 34).

Example 2 . Form the équation of a straight line that pas­
ses through the points ^ ( 4 ,  — 2 ) and A2 (4, 5). Eq. (1) 
yields

i. e. 0(y  +  2) — 7 (x — 4) =  0, or x — 4 =  0. 
Eq. (2) is written as

Here, the denominator of the left member is zéro. Taking 
Eq. (4) in the above meaning, we put the numerator of the 
left member equal to zéro and we obtain the same resuit: 
x —4 =  0 .

\x  — 4 y- \-2 =  0 (3).

24. A Pencil of Straight Lines

The collection of Unes passing through one point Ax (xlt yx) 
(Fig. 23) is termed a (central) pencil of Unes through a point.

The point Ax is called the vertex of 
the pencil. Each one of the lines of 
the pencil (with the exception of 
that which is parallel to the axis 
of ordinates; see Note 1) may be 
represented by the équation

y — y \  =  k ( x — *i) (1)
Here, k is the slope of the line under 
considération (£ =  tan a). Eq. (1) is 
called the équation of the pencil 
The quantity k (the parameter of 
the pencil) characterizes the dire-
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i" oî the line; it varies froin one line of the pencil
next.

T-.e value of the parameter k may be found if sonie other 
: tion is given which (together with the condition that 

:ne belong to the pencil) defines the position of the line; 
Example 2 .

Example 1. Form the équation of a pencil with vertex at 
point Ax (— 4, —8).

Solution. B y (1) we hâve
</+8 =  * (x +  4)

Example 2. Find the équation of a straight line that pas- 
through the point 4̂1 ( 1, 4) and is perpendicular to the 

•-* ght line 3x — 2r/ =  12.
Solution. The desired line belongs to a pencil with vertex 

. 4). The équation of the pencil is y — 4 — k (x — 1). To find 
-•e value of the parameter k, note that the desired line is 

:erpendicular to the straight line 3jc — 2 f/ = 1 2 ; the slope of
-e latter is . We hâve (Sec. 20) k =  — 1 , i. e. k = -------- .

7:>e desired line is given by the équation y —4 = ---- j  (x — 1)

■S y =  — 4 - jc +  4 T  •
Sote 1. A straight line belonging to a pencil with vertex 

r. Al (xl , yx) and parallel to the y -axis is given by the equa- 
*.on x — x1 =  0. This équation is not obtainable from (1), no 
—_îtter what the value of k. Ail lines of the pencil (iwithout 
'ueption) may be represented by the équation

l ( y —yi) =  m (x —xl) (2 )
• nere / and m are arbitrary numbers (not equal to zéro si-
-  jltaneously). When / 7= 0 , we can divide Eq. (2) by /.
7-.en, denoting —  in terms of k, we get (1). But if we put
. = 0 , then Eq. (2) takes the form x — x1 =  0.

Note 2. The équat ion of a pencil containing two intersecting 
iraight lines L t, L 2 given by the équations

A lx + B ly + Ci = 0, A 2x + B t y + C2 = 0
of the form

m t ( A tx + B iy + C l ) + m 2 (A 2x + B 2y + C2) = 0 (3)
Here, m lt m 2 are a rb i t ra ry  numbers (not s imultaneously zéro). In 
^articular , for m t = 0 we get the line L 2, for m2 = 0 we hâve the line 
i j .  In place of (3) we can write the équation

A tx + B xy + C l + X ( A 2x + B 2y+ C2) = 0 (4)
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in which ail possible values are given to only one letter  k , but it is 
not possible to obtain the équation of the line L2 from (4).

Eq. (1) is a spécial case of Eq. (4) when the s traight lines L x and 
L t are glven by the équations y = y lt x —x x (they are then parallel to 
the axes of coordinates).

Example 3. Form the équation of a s tra ight  line which passes 
through the point of intersection of the lines 2 x - 3y -  1 = 0, Z x - y - 2 = Q  
and is perpendicular  to the s traight  line y=x.

Solution. The desired line (which definitely does not coincide with 
the line Z x - y - 2  = 0) belongs to the pencil

2 x - 3 y -  1 +  k  ( Z x - y —2) = Q (5)

3X+ 2The slope of the line (5) is fe =  ^ + ^ ' • Since the desired line is per­
pendicular to the line y=x ,  it follows (Sec. 20) that f c = - l .  Hence, 

^k + Z = ~  * » *• e * • S u b s t i tu t ing  k=  -  into (5), we get (af -
ter simplifications)

7 x + 7 y - 6 = 0
Note 3. If the lines L t , L 2 are parallel (but noncoincident), 

Eq. (3) represents, for ail possible values of m , f m 2t ail s traight lines 
parallel to the two glven lines. A set of mutually  parallel straight 
lines is termed a pencil of parallel lines (parallel pencil). Thus, Eq. (3) 
represents el ther a central pencil or a parallel pencil.

25. The Equation of a Straight Line Through a Glven Point 
and Parallel to a Glven Straight Line (Polnt-Slope Form)

1. A straight line passing through a point M 1(xlr y x) pa­
rallel to a straight line y= a x - \-b  is given by the équation

y — y l =  a {x —x1) (1)
Cf. Sec. 24.

Example 1. Form the équation of a straight line which 
passes through the point ( — 2, 5) and is parallel to the 
straight line

bx — ly  — 4 =  0
Solution. The given line may be represented by the équa­

tion y =  -y- x — ^here a =  -|-^ . The équation of the line is

y — 5 = ~ [ x —(— 2)] or 7 (y—5) =  5 (* +  2)or 5x—7y +  4 5 = 0 .
2. A straight line which passes through a point M 1 (x1, y l) 

and is parallel to the straight line Ax +  By +  C =  0 is given 
by the équation

A ( x —xJ +  B i y —y t ) = 0  (2)
Example 2. Solving Example 1 (A = 5 , B =  — 7) by for­

m ula  (2), we find 5(x +  2) — 7 (y — 5) =  0.
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Example 3. Form the équation of a straight line which 
russes through the point ( — 2, 5) and is parallel to the 
iü'aight line 7 x + 10  =  0.

Solution. Here A = 7 ,  fl =  0. Formula (2) yields 7 (* +  2) =  0, 
x +  2 = 0 . Formula (1) is not applicable since the given 

équation cannot be solved for y (the given straight line is 
parallel to the y-axis, cf. Sec. 15).

26. The Equation of a Straight Une 
Through a Given Point and Perpendlcular 
to a Given Straight Line

1. A straight line which passes through a point M1(xl , y l) 
and is perpendicular to a straight line y =  ax-\-b is given by 
;he équation

y — y i =  —  U)
Ci. Sec. 24, Example 2.

Example 1. Form the équation of a straight line which 
passes through the point (2, — 1) and is perpendicular to the 
straight line

4x—9y =  3

Solution. The given line may be represented by the équa­
tion y = - ^ - x — -  . The équation of the desired line

is //+ 1  = ---- r ( x ~~2) or 9x-\-4y— 14 =  0.
2. A straight line that passes through a point Mx (jtlf yx) 

and is perpendicular to the straight line Ax +  By +  C =  0 is 
given by the équation

A ( y - y x) - B ( x - x x) = 0  (2)

Example 2. Solving Example 1 (A= 4 ,  fl =  — 9) by for­
mula (2), we find 4 (^ + 1 ) +  9(jc—2) =  0 or 9* +  4y — 14 =  0.

Example 3. Form the équation of a straight line passing 
through the point (— 3, — 2) perpendicular to the straight line

2 0 + 1 = 0

Solution. Here, A = 0, fl =  2 Formula (2) yields 
— 2(x +  3) =  0 or x +  3 =  0. Formula (1) cannot be used be- 
cause a =  0 (cf. Sec. 20, Note 1),
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27. The Mutual Positions of a Stralght Line 
and a Pair of Points

The mutual  positions of points Afi (xx, y x), M 2 (x2, y 2) and a 
straight line

A x  + By  + C = 0 (1)
may be determined from the following characteristics:

(a) points M x and M 2 lie on one side of the line (1) when the 
numbers A x x + B y x + Cx, A x 2 + B y2 + C2 hâve the same sign;

(b) Aft and Af2 are on different sides of line (1) when these num ­
bers hâve opposite signs;

(c) one of the points M lf M 2 (or both) lies on the line (1) if one 
of these numbers is zéro or if both are zéro.

Example 1. The points (2, - 6 ) ,  ( - 4 ,  - 2 )  lie on the same side of 
the straight  line

3x + 5 y -  1 =  0
since the numbers 3*2+ 5 - ( - 6 ) -1  =  -  25 and 3 - ( - 4 )  +5 ( -  2 ) -1  =  -  23 
are both négative.

Example 2. The origin of coordinates (0 ,  0) and the point (5, 5) 
lie on different sides of the straight line x + y - 8 = 0 since the numbers 
0 + 0 - 8 = - 8  and 5 + 5 - 8 =  + 2 hâve different signs.

28. The Distance From a Point to a Straight Line

The distance à from a point Ml (xv yx) to a straight line 
Ax +  By +  C =  Q (1)

is equal to the absolute value of

that is, X)

A x x + B y x + C 
V A 2 + B 2

d = . ô , I AXi + B^+C I
| VA*  + B 2 I

(2)

(3)

Example. Find the distance from the point (— 1, + 1 )  to 
the straight line

3x — 4«/ +  5 =  0
Solution.

^ _ 3xx -  4j/1 + 5 _  3 ( -  1 ) -  4-1 + 5 ______2_
/ 3 2 + 4 2 V 3 2 + 4 2 5

M Formula (3) is ordinarily derived by means of an artificial con­
struction. Below (See Note 2) is given a purely analytical dérivation.
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Note  / . Suppose the line (1) does not pass through the origin 0 
md. hence, C #= 0 (Sec. 16). Then, if the signs of ô and C are the 
• a m e ,  the points M, and 0  lie to one side of the line (1); if the signs 
î 'e  opposite, then they lie on different sides (cf. Sec. 27). But if 6 = 0 
: h i s is only possible if A x t + B y t + C = 0),

lies on the given straight line
is

:hen M t 
Sec. 8).

The quantity  6 is called the ortented dis- 
:ance from the point M x to the line (1). In the 
:\am ple  above, the oriented distance 6 is equal

2
:o -  — , and C = 5. The quantifies 6 and C hâve
pposite signs, hence, the points Aft ( —1, +1) 

and O lie on different sides of the straight line 
3 x -4 ^  + 5 = 0.

Note 2. The simplest way to dérivé formula 
.3) is as follows.

Let M 2 (x2, Hz) (Fig- 24) be the foot 
of a perpendicular dropped from the point M x (xlt y t ) 
straight line (1). Then

Ffg. 24

onto the

+ (4)
The coordinates x2, y 2 are found as the solution of the following Sys­
tem of équations:

Ax + By + C = 0, (1)
A ( y - y t ) - B  ( x - x t ) =  0 (5)

»here the latter équation defines a straight line M t M 2 (Sec. 26). To 
simplify computat ions,  transform the first équation of the System to 
the form

A ( x - x t ) + B ( y - y t ) + A x 1 + B y l + C = 0 (6)
Solving (5) and (6) for ( x - x x), ( y - y t ), we find

= (A tj + Bi^ + C). (7)

y - ÿ i = -  A zB+ gz  ( Ax t + B y t + C) (8)

Pu tt ing  (7) and (8) into (4), we get
^ _| Axi  + B y x C |

I Va 2 + B2 |

29. The Polar Parameters (Coordinates)
• f  a Straight Line

The position of a straight line in a plane may be given 
by two numbers called the parameters (coordinates) of the 
line. For example, the numbers b (initial ordinate) and a

!) This section serves as an introduction to Secs. 30 and 31.
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(slope) are (cf. Sec. 14) the parameters of the straight line. 
However, the parameters b and a are not suitable for ail 
straight lines; they do not specify a straight line parallel 
to OY (Sec. 15). In contrast, polar parameters (see below) 
can be used to specify the position of any straight line.

The polar distance (or radius vector) of a straight line UV 
(Fig. 25) is the distance p of the perpendicular OK drawn 

from the origin O to the straight line. 
The polar distance is positive or zéro 
( P ^ O ) .

The polar angle of the straight 
line UV is the angle a  =  £XO K  
between the rays OX and OK (taken 
in that order; cf. Sec. 21). If the line 
UV does not pass through the origin 
(as in Fig. 25), then the direction of 
th second ray is quite definite (from 
0  to K); but if UV passes through O 
(then O and K coïncide), the ray 
is drawn in any one of two pos-

The polar distance and the polar angle are termed the 
polar parameters (or polar coordinates) of a straight line.

If the straight line UV is given by the équation 
Ax +  By-+-C= 0 

then its polar distance is defined by the formula

Fig. 25

perpendicular to UV 
sible directions.

P
i c  ;

V  A 2 + B 2 ( 1)

and the polar angle a  by the formulas
_r_ A _cos a =  T , , sin a =  =F

V a 2 h - B 2 V  A 2 + B* (2)

where the upper signs are taken for C > 0, and the lower 
signs for C < 0; but if C =  0, then either only the upper 
signs or only the lower signs 1) are taken at will.

*) Formula (1) is obtained from (3), Sec. 28 (for x l = y i = 0). For­
mulas (2) are obtained as follows: from Fig. 25

cos CL-
PL x 
O K ~  P

LK y 
' OK  p (3)

According to (7), (8 ) , .Sec. 28 (for x, = f/1 = 0). we hâve
AC

X ~ A*  + B 2
BC 

A 2 + B 2 (conVd on p. 47) (4)



PLANE ANALYTIC GEOMETRY 47

Example 1. Find the polar parameters of the straight line 
3j c —4 ( /+  10 =  0

Solution. Formula (1) yields p = - 10 = 2. Formulas (2),
V +

v-ere the upper signs are taken (because C =  +  10), yield
3 3 . ( - 4 )  , 4=  — -  , s i n a = -----  ■=  H—-
+ 5 F  32 + 42 ' 5

cos a  =

Hence, a »  127° (or a  «  487°, etc.).
Example 2. Find the polar parameters of the straight line

3 x — 4 y = 0

Formula (1) yields p = 0 ;  in formulas (2) we can take 
tither only the upper or only the lower signs. In the former
case, c o s a = — -  , sin ot =  — and, hence, ocæ 127°; in theÔ O

3 4atter case, cos a = — , s i n a = — g- and, hence, a « — 53°.

M . The Normal Equation of a Straight Une

A straight line with polar distance p (Sec. 29) and polar 
ir^le a  is given by the équation

x c o s a  +  t /s in a —p = 0 (1)

This is the normal form of the équation of a straight line. 
Example. Let a straight line UV be distant from the origin

O K = V Î
Fig. 26) and let the ray OK make an angle a =225° with 

:he ray OX. Then the normal équation of UV is

x  cos 225° +  y  sin 225° — 1 ^ 2= 0
:hat is,

VT V Y  ,/-ô- A
----- 2~X— 2- y — V  2 =  0

From (1), (3) and (4), it  follows that
C A . C B

C° S0L I C | y  a* + b*  * * °  *  I c  I V A 2 + B*
q

Formulas (5) coïncide with (2) because ——— = + 1 for C >  0 and
l I

— = - l  for C <0 .
L t
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Multiplying by — Ÿ 2, we get the équation of UV in the 
form x - \ -  y - \ - 2  =  0 ,  but this équation is no longer in the nor­
mal form.

Dérivation of équation ( I ) .  Dénoté the coordinates of the po in t  K  
(Fig. 27) by x 2, y t - Then x 2 = OL = p cosa, y 2 = LK = P sina. The straight 
line OK that passes through the points O (0, 0) and K  (*a, j/2) is given
(Sec. 23) by the équation | *2 ^ 2 | = 0 t that  is, (sin a )  x - ( c o s a )  y=0.
The line U V  passes through K  (x 2, y 2) and is perpendicular  to the 
straight line OK . Hence, (Sec. 26, Item 2), it is given by the équation 
sin a  ( y - y 2) - ( - c o s  a) (x-jc2) = 0. Subst i tu t ing  *2= p c o s a  and y 2 = 
=p  sin a ,  we get  x cos cc + y  sin a - p = 0 .

31. Reduclng the Equation of a Straight Line 
to the Normal Form

In order to find the normal équation of a straight line 
given by the équation Ax +  By +  C =  0, it is sufficient to 
divide the given équation by =F \ r A2-\-B'1t the upper sign 
being taken when C > 0 and the lower sign when C < 0; but 
if C =  0, any sign is valid. We get the équation

— A  _  B  | C|  n— — x  — r ~r“ y —  • — — o
V a *  + B* V a 2 + B* V a 2 + B 2

lt will be normal. l)
Example 1. Reduce the équation 3x—4 y + 1 0 = 0  to the 

normal form.
Here, A =  3, B =  —4 and C = 1 0  > 0. Therefore, divide 

by — / 3 2 +  42= —5 to get

- t * + ^ - 2 = 0

‘) Because the coefficients of x and y  are, respectively, c o s a  and 
sin a  by vir tue of (2), Sec. 29, and the constant term is equal to 
( -P )  by (1), Sec. 29.
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-:s is an équation of the form x c o s a  +  i /s in a — p — 0.
3 4‘i-T.ely, p = 2 , c o s a = — — , sin a =  (hence, a æ  127°).

Example 2. Reduce the équation 3x—4 i/= 0  to the nor- 
"j. form.

Since C = 0  here, it is possible to divide either by 5 or —5. 
. the former case we get

r =  0, a  »  307°), in the latter case,
3 , 4  n

— s x + - y = °

; = 0 ,  a  æ 127°). To the two values of a  there correspond 
. : methods of choosing the positive direction on the ray OK 
^  Sec. 29).

Intercepta

To find the line segment O L = a  (Fig. 28) intercepted on 
-e x-axis by the straight line UV, it is sufficient to put 

* = 0  in the équation of the straight line and solve the equa- 
:r. for x. In similar fashion we 

ir.c the line segment ON =  b on the 
. iiis . The values of a and b can 

either positive or négative. If the 
_aight line is parallel to one of the 

iies. the corresponding line segment 
::es not exist (becomes infinité).
: :ne straight line passes through 
*.c origin, each line segment dege- 

*^ates into a point (a =  b =  0).
Example 1. Find the line seg- 

-er.ts a, b intercepted by the straight 
-■e 3x — 2 t /+ 12 =  0 on the axes.

Solution. Set y = 0 and from the équation 3 x + 1 2 = 0  find 
i = —4. Putting x = 0 ,  we get y = 6  from — 2 t/+ 1 2 = 0 .  
7 ~us, a =  —4, b =  6.

Example 2. Find the line segments a and b intercepted on 
-■e axes by the straight line

5t/+15 =  0
Solution. This line is parallel to the axis of abscissas 

15). The line segment a is nonexistent (putting y =  0,
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we get a contradictory relation: 15 =  0). The segment b is 
equal to —3.

Example 3. Find the line segments a and b intercepted 
on the axes by the straight line

3y — 2x =  0

Solution. Using the method given here, we find a =  0, 
b =  0. The end of each of the “segments” coincides with its 
beginning, which means the line segment has degenerated 
into a point. The straight line passes through the origin 
(cf. Sec. 14).

Sec. 33[. Intercept Form of the Equation 
of a Straight Line

H a straight line intercepts, on the coordinate axes, line 
segments a, b (not equal to zéro), then it may be given by 
the équation

T + T = >  <»
Conversely, Eq. (1) describes a straight line intercepting 

on the axes the line segments a, b (reckoning from the 
origin O).

Equation (1) is the intercept form of the équation of a 
straight line.

Example. Find the intercept form ot the équation of the 
straight line

3x—2 y +  12 = 0  (2)

Solution. We find a = —4, b =  6 (see Sec. 32, Example 1). 
The intercept form of the équation is

r ï + T = 1  O )

H is équivalent to Eq. (2).
Note 1. A straight line that intercepts on the axes line 

segments equal to zéro (that is, such that passes through the 
origin: see Example 3 in Sec. 32) cannot be represented by 
the intercept form of the équation of a straight line.

Note 2. A straight line parallel to the x-axis (Example 2, Sec. 32) 
can be represented by the équation -^-=1, where b is the y-intercept. 
Simllarly, a straight line parallel to the y -axis may be given by the
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n -a t io n  — =1. There is no generally accepted opinion in the litera- a
^  as to whether to regard these équations as intercept forms or not. *)

34. Transformation of Coordlnates 
îtatement of the Problem)

One and the same line is described by different équations 
r different coordinate Systems. Frequently, if we know the 
î*:uation of some line in one (“o/d”) coordinate System, it is

-equired to find the équation of the line in another (“new”) sys- 
m*m. Formulas for the transformation of coordinates serve this 
rurpose. They establish a relationship between the old and 
•ew coordinates of some point M.

Any new System of rectangular coordinates X'O'Y ' may 
obtained from any old System XOY (Fig. 29) by means 

:i two motions: (1) first bring the origin 0  to coïncidence 
¥ith 0', holding the directions of the axes unchanged; this 
• :elds an auxiliary System XO'Y (shown dashed); (2) then 
::tate the auxiliary System about the point 0 ' to coincidence 
*:th the new System X'O'Y'.

These two motions may be executed in reverse order (first 
i rotation about 0  yielding the auxiliary System XOY and 
•ĵ en a translation of the origin to the point 0 ', which gives 

new System X'O'Y'; Fig. 30).

x y
») The essential thing is that  the équat ion — =1 or = 1 maya b

x yobtained from the équation however not as a particular
case but by passing to the limit as b or a go to infinity.
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Thus, it is sufficient to know the formulas of coordinate 
transformation in translation of the origin (Sec. 35) and ro­
tation of the axes (Sec. 36).

35. Translation of the Orlgln

Notation (Fig. 31): 
old coordinates of point M:x =  OP, y = P M \  
new coordinates of point M:x' =  0 'P ', y' =  P'M ;

coordinates of new origin 0'  in old 
System XOY:

x0 =  OR, y0 =  RO' 
Translation formulas:

x =  x ' + x 0, y =  y' +  yQ
or

( 1 )

(2)* = * — y  = y — y 0 
ln words, the old coordinate is equal 
to the new one combined with the coor- 

dinate of the new origin (in the old System).1)
Example 1. The coordinate origin is translated to the point 

(2, —5). Find the new coordinates of the point M (—3, 4). 
Solution. We hâve

x0 =  2, i/o =  —5; * =  — 3, y =  4
From formulas (2) we find

*' =  —3 — 2 =  —5, y' =  4 +  5 =  9

Example 2. The équation of some line is 
x 2 +  y2 — 4x -f- 6y =  36

What will the équation of the line be after a translation of 
the origin to the point 0' (2, —3)?

Solution. According to formulas (1) we hâve
x =  x' +  2 and y =  y ' —3 

Putting these expressions in the given équation, we get 

(x' +  2)2 +  (y' -  3)2 -  4 (x' +  2) +  6 (y’ -  3) =  36

*) When memorizing the rule, leave out the words ln brackets; 
they are essentlal but can readily be restored.
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x,2-\-y,2 =  49
This is the new équation of the line. It will be recalled 

Sec. 38) that this line is a circle of radius R —7 with centre
2: 0 ' .

K .  Rotation of the Axes

Notation (Fig. 32):
:.d coordinates of point M:x =  0P, y =  PM\
-ew coordinates of point M:x' =  0P', y' =  P'M; 
tngle of rotation of axes * *> a =  £  X 0 X ' = £  YOY' 
Formulas of rotation: 2)

jc = x 'c o s a —y' sina, \ 
f/ =  x'sin a  +  i/'cos a  J

x’= X cos a  +  y sin a , 1 
y' =  — x sin a-\-y  cos a  /

Example 1. The équation 2xy =  49 is a curve consisting of 
~vo branches: LAN and L'A'N' (Fig. 33). It is called an 
équilatéral (equiangular) hyperbola. Find the équation of the 
rirve after a rotation of the axes through an angle of 45° 

Solution. For a  =  45°, the formulas (1) take the form

, Y 2 . ,V~2
y=* ~2— Vy —

Scbstitute these expressions into the given équation. This 
• :elds

2 X ̂  ( x ’ -  y') ( x ’ +  y ’ ) =  49

rr, after simplifications,
x'2 — y'2 =  49

l ) See Sec. 14 for the sign of the angle a  (first footnote).
*) When memorizing formulas (1) note the lack of order in the 

•xpression for x  (cosine in front of sine, minus sign between terms 
the right). On the contrary, there is complété "o rder”  in the 

expression for y  (first the sine, then the cosine, and a plus sign bet­
ween them).

Formulas (2) are obtained from (1) if one replaces a  by - a  and 
t, y by y ' and vice versa.
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Example 2. Prior to a rotation of the axes through an 
angle of —20°, the point M had an abscissa x =  6 and an 
ordinate y =  0. Find the coordinates of M after a rotation of 
the axes.

Solution. The new coordinates y' of the point M may 
be found from formulas (2), where we hâve to put x =  6, 
y = 0, jc=0, a  =  —20° This yields

x' =  6 cos (—20°) «  5.64,
(/' =  — 6sin  (—20°) w 2.05

37. Algebralc Curves and Thelr Order

An équation of the form
Ax +  By +  C =  0 (1)

where at least one of the quantities A and B is not zéro is 
an algebraic équation of the first degree (in two unknowns x, y). 
It always represents a straight line.

An algebraic équation of the second degree is any équation 
of the form

Ax2+ B x y  +  Cy2 +  Dx +  Ey +  F = 0  (2)
where at least one of the quantities A, B, C is nonzero.

An équation that is équivalent to Eq. (2) is also called 
algebraic.

Example 1. The équation y — 5x2, which is équivalent to 
the équation 5jc2—y =  0, is an algebraic équation of the second 
degree (i4 =  5, B =  0, C =  0, D =  Q, E =  —1, F — 0).
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Example 2. The équation xy — 1, which is équivalent to 
.*- — 1 = 0 , is an algebraic équation of the second degree 
A =  0, £  =  1, C =  0, D =  0, E =  0, F =  — 1).

Example 3. The équation (x-\-y +  2)2 — (x +  */ +  1)2 =  0 is 
i". équation of the first degree since it is équivalent to 
_ :-2 r / +  3 =  0.

In similar fashion we define algebraic équations of the 
-:rd, fourth, fifth, etc. degrees. The quantities A, B, C, D 

L-.d so forth (including the absolute term) are called the 
..efficients of the algebraic équation.

If some curve L is described in a cartesian coordinate 
• stem by an algebraic équation of the nth degree, then in 

i".y other cartesian System it will be given by an algebraic 
-quation of the same degree. However, the coefficients (some 
- ail) of the équation will then change their values; in a 

.•iiticular case, some of them can vanish.
A curve L given (in a cartesian System) by an nth degree 

t :uation is termed an algebraic curve of the nth order (or of 
ugree n).

Example 4. In a rectangular coordinate System, a straight 
is described by an algebraic équation of the first degree 

:i the form Ax-\-By~\-C =  0 (Sec. 16). Therefore, a straight 
r.e is a first-order algebraic curve. In different coordinate 
; stems, the coefficients Ay By C hâve different values for 

:r_- and the same straight line. For instance, in an “old” 
.stem, let a straight line be given by the équation 2x-\-3y — 

—5 =  0 (A =  2, B =  3, C =  — 5). If we rotate the axes through 
• then (Sec. 36) the same line will, in the “new” System,

described by the équation
* (  , V ~2 , V~2 \  f , V ~ 2  ,V~2 \  c n
2 { x  - 2--- y  — ;+3(x —  +  y  ~ 2 ~ )  5 = 0

:-.èt is,
! t 2 , . V 2 , r n (—ô - *  +  —  ÿ —5 =  0 s v  2

5)
Example 5. If the coordinate origin coincides with the 

r̂ r.tre of a circle of radius /? =  3, the circle is described by 
--je équation (Sec. 38)x 2-\-y2—9 =  0. This is an algebraic 
*-:-ation of the second degree (A =  \, B =  0, C =  1, D =  0, 

= 0, F =  —9). Hence, a circle is a second-order (quadric) 
i.rve. If the origin is translated to the point (—5, —2), then 
r. the new System the same circle will be given (Sec. 35) by 

Tie équation (x'— 5)2-j-(f// — 2)2 — 9 =  P, or x'2-\-y'2 — \0x' — 
— l y ’— 20 =  0. This is also a second-degree équation; the
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coefficients A, B and C remain the sanie, but D, E and F 
hâve changed.

Example 6. The curve given by the équation y =  s\nx 
(sine curve) is not algebraic.

38. The Clrcle

A circle of radius R with centre at the origin of coordi- 
nates is given by the équation

x2 +  y2 =  R2

It states that the square of the distance OA (see Fig. 9, p. 24) 
from the origin to any point A ly- 
ing on the circle is equal to R2.

A circle of radius R with centre 
at the point C (a, b) is described by 
the équation

( x - a ) 2 +  ( y - b ) 2 =  R2 (1)
It states. that the square of the dis­
tance MC (Fig. 34) between the 
points M (x, y) and C (a, b) (Sec. 
10) is equal to R2.

Eq. (1) may be rewritten as
x2-\-y2 — 2 ax — 2 by-\-a2~\-b2 — R2 =  0 (2)

Eq. (2) may be multiplied by any number A to give 
Ax2-\- Ay2 — 2Aax — 2Aby-{- A (a2 +  b2 — R2) = 0 (3)

Example 1. A circle of radius R =  7 with centre at C (4, —6) 
is described by the équation

(x — 4)2 +  (i/ +  6)2 =  49 or x2-\-y2 — 8x-\- 12i/ +  3 =  G 

or (after being multiplied by 3)
3x2 +  3y2 — 24* +  36y +  9 =  0

Note. A circle is a second-order (or quadric) curve (Sec. 37) 
since it is described by a second-degree équation. However, 
an équation of the second degree does not always represent 
a circle. For this, it is necessary that

(1) it should not hâve a term with the product xy\
(2) the coefficients of x2 and y 2 should be equal [cf. Eq. (3)].
These conditions however are not quite sufficient (see Sec. 39).
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Example 2. The second-degree équation x2-\-3xy-\-y2= \  
5 not a circle because it bas the term 3xy.

Example 3. The second-degree équation 0x2-\-4y2 =  40 is 
-.ot a circle because the coefficients of x2 and y 2 are not equal. 

Example 4. The équation
5*2 — 10* +  by2 +  20y — 20 =  0

Nâtisfies the conditions (1) and (2). In Sec. 39 it is shown 
:hat this is a circle.

39. Flndlng the Centre and Radius of a Circle

The équation
Ax2 +  B x + A y 2 +  Cy +  D =  0 (1)

• hich satisfies the conditions (1) and (2), Sec. 38] is a circle 
rrovided that the coefficients A, B, C, D satisfy the inequality

fl2 +  C2- 4 4 D  > 0 (2)
Then the centre (a, b) and the radius R of the circle may be 
:und from the formulas (which need not be remembered: 

tee Example 1, second method)

a B L C rt9 B2 +  C2- 4 A D  
2 A '  2 A ' K 4 A2 (3)

Note. The inequality (2) states that the square of the 
-adius must be a positive number; cf. the last formula of (3).

inequality (2) is not fulfilled, then Eq. (1) does not rep- 
-esent any curve at ail (see Example 2, below).

Example 1. The équation
5jc2 — 1 Ox +  5 y2 +  20 y — 20 =  0 (4)

:*-5 (1); here,
A =  5, B =  — 10, C =  20, D =  —20

Irequality (2) is fulfilled. Hence, Eq. (4) is a circle. Using 
:cmulas (3), we find

a =  1, b =  — 2, R2 =  9
Thus the centre is (1, —2) and the radius R =  3.

Alternative method. Divide Eq (4) by the coefficient of 
:'r.e second-degree terms (i. e., 5):

x2 — 2x y2 4y — 4 =  0
Complété the squares in x2 — 2x and y2-\-4y by adding 1 to
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the first sum and 4 to the second. Add the same number 
to the right side of the équation by way of compensation 
We then hâve

(*2- 2 * + l )  +  (i/2 +  4i/ -b4) - 4 = 1+ 4
or

( * - l ) *  +  (y +  2)* =  9
Example 2. The équation

x2 — 2 * + i/2 +  2 =  0 (5
fits the case (1), but inequality (2) is not fulfilled. Whicl 
means that Eq. (5) does not describe any curve.

The same conclusion may be arrived at in the followin^ 
manner fçf. Example 1):

Complété the square in x2 — 2x by adding 1; also add 1 
to the right side. This yields (x— l)2+  t/2-f  2 = 1  or (x— l)2-f 
+  f/2 =  — 1. But the sum of the squares of (real) numbers 
cannot be equal to a négative number. For this reason there 
is no point whose coordinates can satisfy this équation.

40. The Ellipse as a Compressée! Circle

Through the centre O of a circle of radius a (Fig. 35) 
draw two mutually perpendicular diameters A'A, D'D. On the 
radii OD, OD' lay off from O equal line-segments OB, OB' 

of length b (less than a). From 
each point N of the circle drop a 
perpendicular NP onto the diameter 
A'A and on this perpendicular lay 
off a segment PM from the foot P 
so that

PM .PN =  b:a (1)
This construction transforms 

every point N into a corresponding 
point M lying on the same perpen­
dicular NP\ PM is obtained from 
PN by réduction in the same ratio

k "  A transformation of this kind is termed uniform
compression. The straight line A'A is called the axis of com­
pression.

The line ABA'B' into which the circle has been transfor- 
med by uniform compression is called an ellipse (see Sec. 41 
for an alternative définition).
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The line segment A'A =  2a (and frequently the straight 
line A'A, i. e. the axis of compression) is called the major 
axis of the ellipse.

The line segment B'B =  2b (and often also the straight line 
B1 B) is called the minor axis of the ellipse (2a > 2b, by 
construction). The point 0  is the centre of the ellipse. The 
points A, A'y Bt B' are termed the vertices of the ellipse. 

The ratio k =  b:a is called the coefficient of compression of
the ellipse. The quantity 1—k =  (the ratio BD.OD) is
called the compression of the ellipse and is denoted by a.

An ellipse is symmetric about the major and minor axes 
and, hence, about the centre.

A circle may be regarded as an ellipse with a coefficient 
of compression k =  1.

Standard form of the équation of the ellipse. If the axes 
of the ellipse are taken as the coordinate axes, then the 
ellipse is described by the équation x)

£ + & = »  (2 >

This is the standard (canonical) form of the équation of 
the ellipse.

Example 1. A circle of radius a = 1 0  cm is subject to 
-niform compression with coefficient of compression 3:5. 
This produces an ellipse with major axis 2a =  20 cm and 
minor axis 26=12 cm (semi-axes a =  10 cm, 6 =  6 cm). The
compression of the ellipse a =  1—& =  1 ^~* * 5 6 =  0.4. The stan-

‘) We hâve
OP2 + P N 2 = O N 2=a* (3)

5 y (1) we get

PN = ~  PM (4)b
?utt ing  this into (3) yields

OP2 + ̂  P M 2=a* (5)0*
laat  is,

x2 + - -  t/2=a* (6)

Dividing by a 2 yields the équivalent  équation (2). Thus, if 
¥ (x, y) lies on the ellipse ABA ' B ' ,  then x, y  satisfy Eq. (2). But 

M does not lie on the ellipse, then equality (4) and, hence, 
E ;  (6) are not satisfied (cf. Sec. 7).
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dard form of the équation is then
*2 » y2

ÎOO"1" 36 =  1

Example 2. In projecting a circle on some plane P, the 
diameter A\AX (Fig. 36) parallel to the plane is projected

full size and ail the chords per- 
pendicular to the diameter are 
reduced in a ratio equal to cos qp, 
where cp is the angle between 
the plane Px of the circle and 
the plane P. For this reason, 
the projection of a circle is an 
ellipse with major axis 2a —A' A 
and coefficient of compression 
fc =  cosqp. "

Example 3. A terrestrial 
meridian is more accurately 
taken as an ellipse and not a 
circle. The axis of the earth is 
the minor axis of the ellipse. It 

has an approximate length of 12,712 km. The length of the 
major axis is roughly 12,754 km. Find the coefficient of 
compression k  and the compression a  of this ellipse. 

Solution.

Fig. 30

a — b  2 a - 2 b  1 2 ,7 5 4 -  12,7 12
2 a

k =  1 — a
12,754

i 0.997.

0.003,

41. An Alternative Définition of the Ellipse

Deünition. An ellipse is the locus of points (M ), the sum 
of the distances of which from two given points F \ F 
(Fig. 37) is a constant, 2a:

F'M +  FM =  2a (1)
The points F' and F are called the foci v of the ellipse, the 

distance F*F is the local length, denoted by 2c:
F'F =  2c (2)

*) 1 f a light source is placed at F (or F'), the rays of llght are 
reflected from the ellipse and corne together at F* (or F) (the other  
focus).
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S nce F'F < F'M +  FM , it follows that 2c < 2a, or
c < a  (3)

The définition given in this section is équivalent to that 
Sec. 40 [cf. Eq. (7) with Eq. (2), Sec. 40].
Standard form of the équation of the ellipse. Take the 

riraight line F'F (Fig. 38) as the axis of abscissas and the

-idpoind O of the line segment F'F as the origin of coordi- 
-ates. According to the définition of an ellipse and to (1), 
Sec. 10, we hâve F' (— c, 0), F (c, 0). By Sec. 10

V i x  +  c f  +  y i + V  ( x - c ) 2+ y 2 =  2a (4)
Zr\ élimination of the radicals, we obtain an équivalent 
quation:

(a2—c2) x2 -J* a2y2 =  a,2 (a2—c2) (5)
:c

Because of (3), the quantity a2—c2 is positive. Therefore 
can write (6) as

*bere
b2 =  a2—c2 (8)

Eq. (7) coïncides with Eq. (2) of Sec. 40, and so the 
:-Lrve, called an ellipse in this section, is indeed identical 
*-.th the curve described as an ellipse in Sec. 40. It then 
:.m s out that the centre O of the ellipse (Fig. 39) coincides 
w :h the midpoint of the line segment F'F, that is, OF =  c. 
3> equality (1), the major axis 2a =  A'A of the ellipse tums

M Transpose one of the radicals to the right side and square- 
Ttere will be only one radical in the new équation,  Separating it 
i r d  again squaring, we simplify to (5).
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out equal to the constant sum of the distances F'M +  FM 
(Fig. 38). The semiminor axis b =  OB (Fig. 39) and the line 
segment c =  OF are sides of the right triangle BOF; the 
hypoténuse BF of this triangle is a. This is évident from (8) 

and also from the fact that the 
equal segments F'B and FB add to 
2a (by the définition of an ellipse). 
Thus, the distance from a focus to 
the end of the minor axis is equal 
to the length of the semimajor axis.

The ratio of the focal
length to the major axis, i. e. the
quantity , is called the eccent-

ricity of the ellipse. The eccentricity is denoted by the Greek 
letter e (epsilon):

e = -  0 )

Because of (3), the eccentricity of an ellipse is less than 
unity. By virtue of (8), the eccentricity e and the coefficient 
of compression k of an ellipse (Sec. 40) are connected by the 
relation

fc2= i  — e2 (10)
Example. Let the focal length of the ellipse 2c =  8cm 

and the sum of the distances of an arbitrary point from the 
foci be 10 cm. Then the major axis 2a= 10cm , the eccentri­
city e =  - -  =  0.8. The coefficient of compression k =
=  V 1 —e2 =  0.6. The minor axis 2b =  2ak =  2 Y  a2— c2 =  6cm. 
The standard form of the équation of the ellipse is

Note. If the circle is regarded as a spécial kind of ellipse, 
b =  a , then c =  0, and the foci F' and F must be taken to 
coincide. The eccentricity of the circle is zéro.

42. Construction of an Ellipse from the Axes

First method. On the perpendicular straight fines X'X  
and Y'Y  (Fig. 40) lay off the line segments OA' =  O A = a  
and OB' =  O B = b  [halves of the given axes 2a, 2b (a > £)]. 
The points A't At B \  B will be the vertices of the ellipse.
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From point By strike an arc uv with radius a\ it will 
ntersect the line segment A'A at the points F \ F\ these 

vill be the foci of the ellipse [by (8), Sec. 41]. Divide 
\ 'A = 2 a  into two parts in arbitrary fashion: A'K — r’ and 
KA =  r, so that r ’- \-r=2a .  From the point F draw a circle 
:: radius r and from F' a circle of radius r'. These circles 
ntersect at two points M and M'; by construction, we hâve 
- ’M -\-F M =2a  and F' M' -\-FM' = 2a .  By the définition 
rven in Sec. 41 the points M and M' lie on the ellipse. 
By varying r we obtain new points of the ellipse.

Second method. Draw two concentric circles of radius 
l . \ —a and O B = b  (Fig. 41). Through the centre O draw 
in arbitrary ray ON. Through the points K and M lf at which 
jY meets the two circles, draw straight Unes that are 
-îspectively- parallel to the axes X'X, Y ’Y . These straight 

nés will intersect at the point M. Its ordinate PM (=  KD) 
s  shorter than the ordinate PMX of the point which
es on the circle of radius a; we hâve P M :P M i= b:a .  

Therefore (Sec. 40) the point M lies on the desired ellipse. 
• arying the direction of the ray ON, we get new points of 
j*  e llipse.

43. The Hyperbola

Définition. The hyperbola (Fig. 42) is the locus of points 
lf) whose distances from two fixed points F \ F hâve a 

-onstant différence (cf. définition of the ellipse in Sec. 41):

\ F'M — FM | =  2û (1)
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The points F' and F are called the f o c i of the hyper 
bola, and the distance F'F is the focal length denoted by 2c:

F'F =  2c (2)
Since F'F > | F'M — FM J , it follows that [cf. formula (3), 
Sec. 41]

c > a (3)
If M is doser to the focus F' than to the focus F, i. e. if

Fig. 42 Fig. 43

F'M < FM (Fig. 43), then in place of (1) we can write 
FM — F 'M = 2a  (la)

But if M is doser to F than F', i. e. F'M > FM (Fig. 42), 
then we hâve

F'M — FM =  2a (lb)

Those points for which F'M — F M = 2a  form one branch of
the hyperbola (usually the right 
branch); those points for which 
FM — F'M =  2a form the other 
branch (the left branch).

Standard form of the équa­
tion of the hyperbola. In Fig. 
44, for the x-axis we take the 
line F'F and for the origin, 
the midpoint 0  of F'F. By (2) 
we hâve F (c, 0), F' (— c, 0). 
By (lb) and Sec. 10 the right 

branch is given by the équation

V  (x-\-c)* +  y* — Y  (x—c)2-\-y2=  2 a (4a)

») If a  light source is p l a c e d  a t  one of the foci, the light rays 
reflected from the hyperbola wi 11 form a divergent beam with the 
centre in the other focus. Cf. footnote on p. 60.
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For the left branch, by (la) and Sec. 10, we hâve the 
équation

V ( x - c ) * + y * - V ( x  +  c )*+yî =  2a (4b)
Dn élimination of the radicals we get, in both cases,

(a2—c2) x2 +  a2 y2 =  a2 (a2 — c2) (5)
zr

(6)

This équation is équivalent to the pair (4a), (4b) and 
tprésents the two branches of the hyperbola at once.

Equation (6) is outwardly the same as the équation of 
.he ellipse [cf. (6), Sec. 41] but this similarity is deceptive, 
*':r now, due to (3), the quantity a2—c2 is négative, so that 
I a2—c2 is imaginary. Therefore, dénoté by b the quantity 
— V c 2—a2 so that2)

b2 =  c2—a2 (7)
Then from (6) we get the standard (canonical) équation 
zr the hyperbola

Example. If the magnitude of the différence F'M — FM 
s 2a =  20 cm and the focal length is 2c =  25 cm, then

- 15
: ) c2—a2 =  — (cm). The standard form of the équation 

:t the hyperbola is - ^ - = 1 .

44. The Shape of the Hyperbola, Its Vertlces 
mi Axes

The hyperbola is symmetric about .the point O— the 
-dpoint of the segment F'F (Fig. 45); it is symmetric about 

straight line FrF and about the straight line Y'Y  drawn 
*^ugh O perpendicular to F'F. The point O is called the

The two branches of the hyperbola might be taken as two 
j-rwes and not one. But then neither of the curves, separately, 

w’T'-ld be a second-degree algebraic équation.
n See Sec. 46 on the geometrical meaning of the quan t i ty  b.



centre o! the hyperbola. The straight line F'F intersects the 
hyperbola at two points A (+ a , 0) and A '(—a, 0). These 
points are the vertices of the hyperbola. The segment 
A* A —2a (and also frequently the straight line A'A) is called 

the real ( transverse) axis of the hy­
perbola

The straight line Y'Y does not 
intersect the hyperbola. Nevertheless, 
it is customary to lay off on this 
line the segments B'0 =  0 B = b  and 
call BfB = 2 b  (and also Y'Y) the ima- 
ginary (conjugate) axis of the hyper­
bola.

Since AB2 =  OA2 +  OB2 =  a2 +  b2, 
it follows from (7), Sec. 43, that 
AB =  cy i.e. the distance from a vertex 
of the hyperbola to the end of the con­
jugate axis is equal to half the focal 
length.

The conjugate axis 2b may be greater than (Fig. 45), less 
than (Fig. 46), or equal to (Fig. 47) the transverse axis 2a. 
If the transverse and conjugate axes are equal (a =  6), then 
the hyperbola is termed equiangular, équilatéral, or rectangular.
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The ratio —̂  =  -~ of the focal length to the transverse
axis is called the eccentricity of the hyperbola and is denoted 
by e [cf. (9), Sec. 41)]. Because of (3), Sec. 43, the eccentri­
city of the hyperbola is greater than unity. The eccentricity 
of an équilatéral hyperbola is Y  2.
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The hyperbola lies completely outside the strip bounded 
:y the straight lines PQ and RS  parallel toF Y an d  distant 
:rom Y'Y by OA =  A'O =  a (Figs. 45, 46, 47). To the right 
ind left of this strip the hyperbola goes ofï without bound.

45. Construction of a Hyperbola from Its Axes

On the perpendicular straight lines X'X  and Y'Y  (Fig. 48) 
ay off segments OA =  OA' =  a and OB =  OB' =  b (semitrans- 
• erse axes and semiconjugate axes). Then lay off the segments 
OF and OF' equal to AB. The 
:oints F' and F are foci [according 
:: (7), Sec. 43]. Take an arbitrary 
roint K on the extension of the 
i^gment A'A. From F draw a circle 
:: radius r =  AK. From F' describe 
^circle of radius r' =  A'K=2a-\-r.
. nese cire les will intersect in two 
roints M, M'; note that by constru­
is ion F'M — FM =  2a and F'M' —
—FM' =  2a. By the définition given 
- Sec. 43, the points M and M' lie 
;r. the hyperbola. By varying r we get other points on the 
^right’’ branch. Similarly, we can obtain points on the “leftw 
: ranch.

46. The Asymptotes of a Hyperbola

For \k \ < “ , the straight line y =  kx (it passes through 
ûe centre 0  of the hyperbola) intersects the hyperbola in 

two points D', D (Fig. 49) which 
are symmetric about 0. But if
| k | ^  , then the straight line
y =  kx (E'E in Fig. 50) has no 
common points with the hyperbola.

The straight lines y =  x and 

y =  —  a: (U'U and V’V in Fig. 51), 

for which I k I =  — , hâve the fol-1 1 a
each line when extended indefini- 

*r.y approaches indefinitely near to the hyperbola.
<:w:ng unique property:

Fig. 48
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More precisely: if the straight line Q'Q, parallel to the 
axis of ordinales, is made to recede to an infinité distance 
from the centre O (to the right or to the left), the line 
segments QS, Q'S' between the hyperbola and each of the 
straight Unes U'U, V'V hecome small without bound.

Fig. 50 Fig. 51

The straight lines y =  x and y =  — ^-x are called the
asymptotes of the hyperbola. 1}

The asymptotes to an équilatéral hyperbola are mutually 
perpendicular.

The geometrical meaning of the conjugate axis. Through 
the vertex i4 of a hyperbola (Fig. 51) draw a straight line 
l/L  perpendicular to the transverse axis. Then the segment

L'L (of this straight line) bet­
ween the asymptotes to the 
hyperbola is equal to the con­
jugate axis B'B =  2b of the 
hyperbola.

47. Conjugate Hyperbolas

Two hyperbolas are called 
conjugate (Fig. 52) if they hâve 
a common centre O and com- 
mon axes, but the transverse 

axis of one is the conjugate axis of the other. In Fig. 52, 
A1 A is thè transverse axis of hyperbola I and the conjugate 
axis of hyperbola II, B'B is the transverse axis of hyperbola 
II and the conjugate axis of hyperbola /.

Fig. 52

l ) Asymptote is from the Greek meaning “not meeting.”
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5 the équation of one of the conjugate hyperbolas, then the 
rJser one is given by the équation

Conjugate hyperbolas hâve common asymptotes (U'U and 
• T  in Fig. 52).

The Parabole

Définition. The parabola (Fig. 53) is the locus of points 
tf) équidistant from a given point F and a given straight 
r.e PQ :

FM =  KM (1)

The point F is called the focus, *) and the straight line 
the directrix of the parabola. The distance FC =  p from 

'jt focus to the directrix is the para- 
ru:er of the parabola.

For the coord inate origin, take 
"œ midpoint 0  of the line FC so that

CO =  O F =  -f- (2)

7 je straight line CF will be the axis 
abscissas and the positive direction 

v be from O to F.
We then hâve: F , 0^, KM =

=  KD +  D M =  -y + x and (Sec. 10) ^8. 53

- M =  y / r — x^j2-\-y2. Because of (1), we hâve

Y  ( f -*y+y*=T+x p)
After reflection from a parabola, a parallel beam of rays per- 

cular to the directrix will become a central beam with centre 
: :ji« focus. See footnote on p. 60.



Thls handbook is a continuation of lhe Handbook of Ele- 
mentary Malhematics by t.he same author and includes mate- 
rial usually studied in mathematics courses of higher educa- 
tional insti tutions.

The désignation of this handbook is twofold.
Firs tly, it is a rcfcrence work in which the reader can find 

définitions (what is a veclor product?) and factual information, 
such as how to find the surface of a solid of révolution 6r how 
to expand a function in a trigonométrie sériés, and so on. 
Définitions, theorems, rules and formulas (accompanied by 
examples and practical hints) are readily found by reference 
to the comprehensive index or table of contents.

Secondly, the handbook is intended for systematic reading. 
It does not take the place of a textbook and so full prooîs 
are only given in exceptional cases. However, it can well 
serve as material for a first acquaintance with the subject. 
For this purpose, detailed explanations are given of basic 
concepts, such as that of a scalar product (Sec. 104), limit 
(Secs. 203-2015), the differential (Secs. 228-235), or infinité 
sériés (Secs. 2J0. 366-370). Ail rules are abundantly  illustra- 
ted with examples, which form an intégral part of the hand­
book (see Secs. 50-62, 134, 149, 264-266, 369, 422, 498, and 
others). Explanations indicate how to proceed when a rule 
ceases to be valid; they also point out errors to be avoided 
(see Secs. 290, 339, 340, 379, and others).

The theorems and rules are also accompanied by a wide 
range of explanatory material . In some cases, emphasis is 
placed on bringing out the content of a theorem to facilitate 
a grasp of the proof. At other times, spécial examples are 
il lustrated and tne reasoning is such as to provide a complété 
proof of the theorem if applied to the general case (see Secs. 
148, 149, 369, 374). Occasionally, the explanation simply 
refers the reader to the sections on which the proof is based. 
Material given in small print may be omitted in a first read­
ing-, however, this does not mean it is not important.

Considérable attention has been paid to the historical 
background of mathematical  entities, tneir origin and develop­
ment. This very often helps the user to place the subject 
matter  in its proper perspective. Of particular interest in this 
respect are Secs. 270, 366 together with Secs. 271, 383, 399, 
and 400, which, it is hoped, will give the reader a clearer 
understanding of Taylor’s sériés than is usually obtainable in 
a formai exposition. Also, biographical information from the 
lives of mathematicians has been included where deemed 
advisable.
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y 'The Subject of Analytic Geometry

The school (elementary) course of geometry treats of the 
properties of rectilinear figures and the circle. Most important 
are constructions; calculations play a subordinate rôle in the 
theory, although their practical significance is great. Ordina- 
rily, the choice of a construction requires ingenuity. That is 
the chief difficulty when solving problems by the methods of 
elementary geometry.

Analytic geometry grew out of the need for establishing 
uniform techniques for solving geometrical problems, the aim 
being to apply them to the study of curves, which are of 
particular importance in practical problems.

This aim was achieved in the coordinate method (see Secs. 
2 to 4). In this method, calculations are fundamental, while 
constructions play a subordinate rôle. As a resuit, solving 
problems by the method of analytic geometry requires much 
less inventiveness.

The origins of the coordinate method go back to the works 
of the ancient Greek mathematicians, in particular Apollonius 
(3-2 century B. C.). The coordinate method was systemati- 
callv elaborated in the first half of the 17th century in the 
works of Fermât l) and Descartes.2) However, they considered 
only plane curves. It was Euler8) who first applied the coor­
dinate method in a systematic study of space curves and 
surfaces.

*) Pierre Fermât (1601-1655), celebrated French mathématicien,  
one of the forerunners of Newton and Leibniz in developing the diffe- 
rentlal calculus; made a great contribution to the theory of numbers. 
Most of Ferm at’s works (including those on analytic geometry) were 
not publlshed during the author’s lifetime.

*) Rene Descartes (1596-1650), celebrated French philosopher 
and mathematician. The year 1637, which saw the publication of his 
Geometrie, an appendlx to his phllosophical treatlse, is taken to be 
the date of birtn of analytic geometry.

a ) Leon ha rd Euler (1707-1783), born in Swltzerland, wrote 
over 800 scientihc papers and made important  dlscoveries in ail of 
the physlco-mathematlcal  sciences.
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2^/Coordlnates

The coordinates of a point are quantities which détermine 
the position of the point (in space, in a plane or on a curved 
surface, on a straight or curved line). If, for instance, a point 

M lies somewhere on a straight line 
q M X'X  (Fig. 1), then its position may

rp----- '------------- •---be defined by a single number in the
x  following manner: choose on X'X  some

Fig .  i initial point O and measure the segment
OM in, say, centimètres. The resuit 

will be a number x, either positive or négative, dépending 
on the direction of OM (to the right or to the left if the 
straight linç. is horizontal). The number x is the coordinate 
of the point M.

The value of the coordinate x dépends on the choice of 
the initial point O, on the choice of the positive direction on 
the straight line and also on the scale unit.

20

3/Rectangular Coordinate System

The position of a point in a plane is determined by two 
coordinates. The simplest method is the following.

Two mutually perpendicular straight lines X'X  and Y'Y 
(Fig. 2) are drawn. These are termed coordinate axes. One 
(usually drawn horizontally) is the axis of abscissas, or the

\Y- y

^  ,

X 1 0 " 7  * '  0 X

Y' Y'

Fig. 2 Fig. 3

x-axis (in our case, X'X),  and the other is the axis of ordi- 
nates, or the y-axis (Y'Y). The point O, the point of inter­
section of the two axes, is called the origin of coordinates or 
simply the origin. A unit of length (scale unit) is chosen. It 
may be arbitrary but is the same for both axes.

On each axis a positive direction is chosen (indicated by 
an arrow). In Fig. 2, the ray OX is the positive direction of
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the je-axis and the ray OY is the positive direction of the 
y-axis.

It is customary to choose the positive directions (Fig. 3) 
so that a counterclockwise rotation of the ray OX through 90° 
will bring it to coincidence with the positive ray OY.

The coordinate axes X'X, Y'Y (with established positive 
directions ànd an appropriate scale unit) form a rectangular 
coordinate System.

^/Rectangular Coordlnates

The position of a point M in a plane in the rectangular 
coordinate System (Sec. 3) is determined as follows. Draw MP 
parallel to Y'Y  to intersection with the x-axis at the point P 
(Fig. 4) and MQ parallel to X'X  
to its intersection with the y-axis 
at the point Q. The numbers x and 
y which measure the segments OP 
and OQ by means of the chosen scale 
unit (sometimes by means of the 
segments themselves) are called the 
rectangular coordinates (or, simply, 
coordinates) of the point M. These 
numbers are positive or négative 
depending on the directions of the 
segments OP and OQ. The num- 
ber x is the abscissa of the point M 
and the number y is its ordinate.

In Fig. 4, the point M has abscissa x =  2 and ordinate 
y =  3 (the scale unit is 0.4 cm.) This information is usually 
written briefly as M (2, 3). Generally, the notation M (a, b) 
means that the point M has abscissa x = a  and ordinate y = b .

Examples. The points indicated in Fig. 5 are désignated 
as follows: Al ( +  2, + 4 ), A2 (—2, + 4 ), i4s ( +  2, —4), 
A4 (—2, - 4 ) ,  Bl ( +  5, 0), B% (0, - 6 ) ,  0 (0 , 0).

Note. The coordinates of a given point M will be different 
in a different rectangular coordinate System.

n g .  4

5 /  Quadrants

The four quadrants formed by the coordinate axes are 
numbered as shown in Fig. 6. The table below shows the 
signs of the coordinates of points in the different quadrants.
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— Quadr ant

Coord inates
1 II III IV

Abscissa + +
Ordinate + + ~

The point A1 in Fig. 5 lies in the 
the second, AÀ in the third, and the

A

5

A

A

first quadrant, A2 in 
point A3 lies in the 

fourth quadrant.
If a point lies on the 

axis of abscissas (for ins­
tance, Bl in Fig. 5), then

r
Plg. 5

> Y

n I

X '  0

m

X

IV

Y*

Fig. e

its ordinate y is zéro. If a point lies on the axis of ordinates 
(point B2, for example, in Fig. 5), then its abscissa is zéro.

ÿ f  Oblique Coordlnate System

There are also other Systems of coordinates besides the 
rectangular System. The oblique System (which most resemb- 

les the rectangular coordinate System) is 
constructed as follows (Fig. 7): draw 
two nonperpendicular straight lines 
X'X  and Y'Y (coordinate axes) and 
proceed as in the construction of the 
rectangular coordinate System (Sec. 
3). The coord inates x — OP (abscissa) 
and y =  PM (ordinate) are defined as 
in Sec. 4.Fig. 7
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The rectangular and oblique Systems of coordinates corne 
under the generic heading of the cartesian coordinate System.

Among coordinate Systems other than the cartesian type, 
frequent use is made of the polar System of coordinates (see 
Sec. 73).

J f / ïh e  Equation of a Line

Consider the équation x +  y =  3, which relates an abscissa 
x and an ordinate y. This équation is satisfied by the set of 
pairs of values x, y } for example, x = \ ,  y =  2, x =  2 and 
y =  1, x =  3 and y =  0, x =  4 and y =  — l, and so on. Each

pair of coordinates (in the given coordinate System) is asso- 
ciated with a single point (Sec. 4). Fig. 8a depicts points 
i4 i( l, 2), A2 (2, 1), A3 (3, 0), A4(4, — 1), ail of which lie on 
a single straight line UV. Any other point whose coordinates! 
satisfy the équation x +  y =  3 will also lie on the same line. 
Conversely, for any point lying on the straight line UVt the 
coordinates x, y satisfy the équation x + y  =  3.

Accordingly, one says that the équation x +  y =  3 is the 
équation of the straight line UV, or the équation x-\-y =  3 
represents (defines) the straight line UV. Similarly, we can 
say that the équation of the straight line ST (Fig. 8b) is 
y =  2x, the équation x2-\-y2 =  49 defines a circle (Fig. 9), the 
radius of .which contains 7 scale units and the centre of which 
lies at the origin of coordinates (see Sec. 38).

Generally, the équation which relates the coordinates x 
and y is called the équation of the line (curve) L provided
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the following two conditions hold: (1) the coordinates x, y of 
any point M of the line L satisfy the équation, (2) the coor­
dinates x , y of any point not lying on the line L do not 
satisfy the équation.

The coordinates of an arbitrary point M on the line L are 
called running ( mouing, or current) coordinates since the line

L can be formed by mo-

X!

t
*

£

‘ Y

V

t

ving the point M.
In Fig. 10, let M x, M „  

M,,  . . . be consecutive posi­
tions of a point M on a line 
L. Drop a sériés of per- 
pendiculars M XPX. M 2Pt ,

Y' 

Fig. 9

P1P2P3P4PS X

Fig. 10

M (P „  . . .  on the x-axis to form the segments PXMX. P aM t ,
P ,M »............Then, on the axis OX (x-axis) we obtain the segments
OPXt OPtt OPt. . . . .  These segments are abscissas. The word comesj 

1 from the Latin abscindere, meaning “to eut offV The term “ordinate 'l  
cornes from the Latin ordinatim ducia, meaning “conducted in an| 

lorderly manner".
By representing each point in the plane by its coordinates, and 

each line by an équation that relates the running coordinates, we re­
duce geometrical problems to analytical (computational) problems. 
Hence, the name ‘analytlc geometry".

8/ T,w Mutual Positions of a Line and a Point

In order to state whether a point M lies on a certain line 
L, it is sufficient to know the coordinates of M and the équ­
ation of the line L. If the coordinates of M satisfy the équ­
ation of Ly then M lies on L; otherwise it does not lie on L.

Example. Does the point A (5, 5) lie on the circle x2 +  y2 =  49 
(Sec. 7)?

Solution. Put the values x =  5 and y =  5 into the équation 
x2-\-y2 =  49. The équation is not satisfied and so the point A 
does not lie on the circle.
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9 / f h e  Mutual Positions of Two Lines

In order to state whether two Unes hâve common points 
and if they do, how many, one has to know the équations of 
the lines. If the équations are simultaneous, then there are 
common points, otherwise there are no common points. The 
number of common points is equal to the number of solutions 
of the System of équations.

Example 1. The straight line x-\-y — 2> (Sec. 7) and the 
circle x2-|-i/2 =  49 hâve two points in common because the 
System

x-\-y =  3, x2 +  y2 =  49
has two solutions:

and
*i =

3 + K89 6 .22, y  i = 2 — 3.22

3-V"89 0 00 3 + V89
X2 =  — 2—  « —3.22, t/2 = — -—  w 6.22

Example 2. The straight line x-\-y =  3 and the circle 
x2-\-y2 =  4 do not hâve any common points because the System

x -f- y =  3, x2 -|- y2 =  4

has no (real) solutions.

10^/the Distance Betwéen Two Points

The distance d between the points A1(x], yY) and 
A2 (*2» 1/2) is given by the formula

d = V ( x t —x1)* +  (y2—y1)* (1)

Example. The distance between the points M (—2.3, 4.0) 
and N (8.5, 0.7) is

d =  y (8 .5+ 2 .3)2+ (0 .7 — 4 )2 =  Y  10.8*+3.3* »  11.3 

(scale units).
Note 1. The order of the points M and N is immaterial; 

N may be taken first and M second.
Note 2. The distance d is taken positive and so the square 

root in formula (1) has only one sign (positive).
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n/^DlYldlng a Line-Segment In a Glven Ratio

In Fig. 11 take the points Ax(xlt yx), A2 (x2, y2). It is 
required to find the coordinates x and y of the point K which 

divides the segment AXA2 in the ratio

nonsymmetrical form

AlK :K A 2 — m1:m2
The solution is given by the for­

mulas
X _ m tx t + m tx t 

ml + m3 
u =  m i y l + m ly t 
* m,+m,

If the ratio m1:m2 is denoted by 
the letter X,, then (1) assumes the

x t +kxx y t +
1+X ’ y ~~ 1+X (2)

Example 1. Given the point B (6, —4) and the point O 
coincident with the origin. Find the point K which divides 
BO in the ratio 2:3.

Solution. In formula (1) substitute
ml =  2, m2 —3, xx =  6, y1 =  — 4, *2= 0 ,  y2— 0

This yields

which are the coordinates of the desired point K.
Note 1. The expression "the point K divides the segment 

AxAt in the ratio means that the ratio ml :m2 is
equal to the ratio of the segments A1K:KA2 taken in thts 
order and not in the reverse order. In Example 1, the point 
K  (3 .6—2.4) divides the segment BO in the ratio 2:3 and 
the segment O B in the ratio 3:2.

Note 2. Let the point K divide the segment AXA2 exter- 
nally; that is, let the point lie on a continuation of the seg­
ment AXA2. Then formulas (1) and (2) hold true if we affix 
a minus sign to the quantity m1:m2 =  X..

Exemple 2. Given the points >41( l t 2) and <42(3, 3). Find 
the point, on the continuation of the segment AXA2, that is 
twice as far from Ax as from i42.

Solution. We hâve X =  m1:m2 =  —2 (so that we can put 
ml =  — 2, m2= l ,  or ml — 2, m2 = —1). By formula (1) we
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find
X 1 • I +(—2)-3 __c

-2+1 ~~b'
2 + ( - 2 )  3 

- 2+1

Mldpolnt of a Une-Segment

The coordinates of the midpoint of a line-segment AXA2 
are equal to the half-sums of the eorresponding coordinates 
of its end-points:

Xt + Xj  Vi + .V*
2 » 2

These formulas are obtained from (1) and (2), Sec. 11, by 
putting m1 =  m2 =  l or K = \ .

1 2 / Second-Or der Déterminant1*
y

la b !The notation c  ̂ | dénotés the very same thing as ad — bc. 

Examples.

| |  g|=2-5—3-7 = —11,
|  —21 = 3 •2—6 • (— 4) = 3 0  

The expression  ̂| is called a déterminant of the se- 
cond or der.

, / n .  Area of a Triangle

Let the points AY (xlt yx), A2 (x2l y2), A3 (x3, yz) be the 
vertices of a triangle. Then the area of the triangle is given 
by the formula

o , * i—*3 yi — ysl m
± 2 x2—x3 y2 y3 1

On the right side we hâve a second-order déterminant (Sec. 12). 
We assume the area of a triangle to be positive and take 
the positive sign in front of the déterminant if the value of

) Déterminants are explained in detail in Secs. 182 to 185.
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the déterminant is positive; we take the minus sign if it is 
négative.

Example. Find the area of a triangle with vertices A (1. 3), 
B (2, —5) and C (—8, 4).

Solution. Taking A as the first vertex, B as the second 
and C as the third, we find

*1 — *3 01 — 03 1 1 + 8  3—4 9 - 1
*2 — *3 02 — 03 1 2 +  8 - 5 - 4 10 - 9

=  —81 +  10 =  —71
In formula (1) we take the minus sign and get 

S — — —71)=35.5

However, if we take A for the first vertex, C for the se­
cond and B for the third, then

=  71|* i —-«s 0i y3 1 __ I 1 — 2 3 +  5 =  —1 81 
1*2—*3 y 2 y s I 1—8 —2 4 +  5 —10 9 |

In formula (1) we hâve to take the plus sign, which again 
yields S =  35.5.

Note. If the vertex A3 coincides with the origin of coor- 
dinates, then the area of the triangle is given by the formula

5 = ±  7 *2
yl\
Vil

(2)

This is a spécial case of formula (1) for xz = y s =  0.

u / ï h e  Stralflht Line. An Equation Solved 
for the Ordlnate (Slope-lntercept Form)

Any straight line not parallel to the axis of ordinates 
may be represented by an équation of 4he form

y = a x + b  (1 |
Here, a is the tangent of the angle a  (Fig. 12) formed by 
a straight line and the positive direction of the axis of abs- 
cissas l) (a= tan a  =  tan ^  XLS), and the number b is equal

*) The initial slde of the angle a  is the ray OX. On the straight 
line S S '  we can take any one of the rays L S ,  LS'.  The angle X L S  
is consldered positive if a rotat ion which brings to coïncidence the 
rays L X  and LS is performed in the same direction as the rotat ion 
through 90° that brings to coincidence the axis OX and the axis OY 
(that  is, counterclockwise in the customary arrangement).
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in magnitude to the length of the segment OK intercepted 
by the straight line on the axis of ordinates; the number 6 
is positive or négative depending on the direction of the seg­
ment OK. If the straight line passes through the origin, 6 = 0 .

The quantity a is called the slope and the quantity 6, 
the initial ordinale.

Example 1. Write the équation of a straight line (Fig. 13) 
which forms an angle a  = —45° with the x-axis and inter- 
cepts an initial ordinate 6 =  —3.

Solution. The slope a =  tan (—45°) = —1. The desired 
équation is y = —x —3.

Example 2. What line does the équation 3 x = y r3 y rep- 
resent?

Solution. Solving for y we find y =  ÿ 3  x. From the slope 
a = V 3 we find the angle a: since tana =  |^ 3 ,  it follows 
that a = 6 0 °  (or a  =  240°). The initial ordinate 6 = 0 , and so 
this équation represents the straight line UV (Fig. 14) which 
passes through the origin and forms with the x-axis an angle 
of 60° (or 240°).

Note 1. Unlike the other types of équations of a straight 
line (see Secs. 30 and 33), Eq. (1) is solved for the ordinate 
and is termed the slope-intercept form of the équation of a 
straight line.

Note 2. A straight line parallel to the axis of ordinates 
cannot be represented by an équation solved for the ordinate. 
Compare Sec. 15.
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15/ A Stralght Line Parallel to an AxU

A straight line parallel to the axis of abscissas (Fig. 15) 
is given by the équation l)

y = b (U
where b is equal, in absolute value, to the distance from the 
axis of abscissas to the straight line. If b > 0, then the 
straight line lies above the axis of abscissas (see Fig. 15); 

y if b < 0, then it is below the axis.
The axis of abscissas itself is given by 

.«________ the équation
/

b
A
o X

y = 0 (la),
A straight line parallel to the axis 

of ordinates (Fig. 16) is given by the 
équation 2)

Fig. is - * = /  (2)
The absolute value of f  gives the distance from the axis of 
ordinales to the straight line. If f  > 0, the straight line lies 
to the right of the axis of ordinates (see Fig. 16); if / < 0,

- y

Fig. 16

i Y

y = s

0 X

Fig. 17

i V

j1
II

h

i
0 X

Fig. 18

it lies to the left of the axis. The axis of ordinates itself is 
given by the équation

x =  0 (2a)

Example 1. Write the équation of the straight line that 
intercepts the initial ordinate b =  3 and is parallel to the 
x-axis (Fig. 17).

Answer. y =  3.

*) EQ- (1) is a spécial case of the équation i j -a x  + b solved for the 
ordinate (Sec. 14). The slope a = 0.

*) Eq. (2) is a spécial case of x=a'y + b' solved for the abscissa. 
The slope a' = 0.
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Example 2. What kind of line is given by the équation
3x -j- 5 =  0?

Solution. Solving the équation for x, we get x = ---- j  .
The équation represents a straight line which is parallel to 
the y-axis and lies to the left of it at a distance of -y

(Fig. 18). The quantity / = ---- 1- may be called the initial
abscissa.

1 6 / îh e  General Eq atlon of the Straight Line

The équation
Ax -f- By -}- C= 0  (1)

(where A% B , C can take on any values, provided that the 
coefficients A and B are not simultaneously zéro1* *) describes 
a straight line (cf. Secs. 14, 15). This équation represents 
any straight line, and so it is called the general équation 
of the straight line.

If 4 = 0 ,  i.e. Eq. (1) does not contain x, then it repre­
sents a straight line parallel2) to the x-axis (Sec. 15).

If Æ =0, i.e. Eq. (1) does not contain y, then it describes 
a straight line parallel 2) to the y-axis.

When B is not equal to zéro, Eq. (1) may be solved for 
the ordinate y; then it is reduced to the form

( A C \
where a =  — -g- , b =  — - g \  (2)

Thus, the eauation 2x—4y +  5 =  0 (A =  2, B = —4, C = 5)  
reduces to the form

y =  0.5x + 1  *25

^ a =  — 1^4 =  0.5, 6 =  1.25^ solved for the ordinate

(initial ordinate b=1.25, slope a = 0 .5 , so that a  «  26°34'; 
see Sec. 14).

Similarly, for A ?= 0 Eq. (1) may be solved for x.
If C = 0 , i.e. Eq. (1) does not contain the absolute term, 

it describes a straight line passing through the origin (Sec. 8).
*) For A = B = 0 we hâve either the identity 0 = 0 (If C = 0) or 

somethlng senseless like 5 = 0 (for C 0).
*) The x-axis ls included In the group of straight Unes parallel 

to the x-axis. The same go es for Unes parallel to the g-axis (the g-axis 
itself ls included).
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1J^ Çonstructlng a Stralght Line on the Basls of Its Equation

To construct a straight line, it suffices to fix two of its 
points. For example, one can take the points of intersection 
with the axes (if the straight line is not parallel to any axis 
and does not pass through the origin); when the line is pa­

rallel to one of the axes or pas­
ses through the origin, wehave only 
one point of intersection). For 
greater précision, it is advisable to 
nnd one or two check points.

Example. Construct the straight 
line 4x - \-3 y = \ .  Putting y =  0, we 
find (Fig. 19) the point of interse­
ction of the straight line with the
axis of abscissas: , 0^. Put­
ting x = 0 , we get the point of 
intersection with the axis of ordina-
tes: A2 ^0, -y^ . These points are
too close to one another and so let 

us specify another two values of the abscissa, say, x =
«as — 3 and j c = + 3 ,  which yield the points 4 ,^ — 3, y ^  , 

Aa ^3, — - y )  . Draw the straight line A4AxAt A9.

Fig. 19

The Parallellsm Condition of Straight Lines

The condition that two straight Unes given by the équa­
tions

y = a xx + b x, (1)
y = <hx + b2 (2)

be parallel is the equality of the slopes
ai =  a2 (3)

The straight Unes (1) and (2) are parallel if the slopes are 
not equal.

Example 1. The straight Unes y =  3x—5 and // =  3x +  4 
are parallel since their slopes are equal (a1 =  aa =  3).

') Here. and henceforward, two coïncidant straight lines are con­
sidérée! parallel.
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Example y  The straight Unes y =  3x—5 and y =  6x — 8 

are not parallel since their slopes are not equal (ax =  3, 
û2“ 6).

Example 3> The straight Unes 2 y = 3 x —5 and 4p =  6x— 8 
are parallel since their slopes are equal , a2= -—= -|-^  .

Note / .  If the équation of one of two straight Unes does 
not contain an ordinate (i.e. the straight Une is parallel to 
the ^-axis), then it is parallel to the other straight line, 
provided that the équation of the latter does not contain y  
either. For example, the straight Unes 2 x + 3 = 0  and x = 5  
are parallel, but the straight Unes * —3 = 0  and x — y =  0 are 
not parallel.

Note 2. If two straight Unes are given by the équations 
AYx-\- B1y-\~Cl =  Qi  ̂
i42x + Bjy + C2 = 0 / (4)

then the condition of parallelism is
A iBf — AtBx-=0  (5)

or, in the notation of Sec. 12,

1 4  4 1 -
Example 4 / The straight Unes

2Jc—7 y -\-12 =  0
and

are parallel since 
I Ai
I At Bt

* —3.5^ - f  10 =  0

12 — 7 
Il —3.5 =  2 -(—3.5) — 1 (—7) =  0

Example 5 / The straight Unes
2x —7y+ 12  =  0

and

are not parallel since
3x-f-2y— 6 =  0

2 —7 =  25 56O

Note 3 . Equality (5) may be written as
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which states that the condition for the straight Unes (4) being 
parallel is the proportionality of the coefficients of the runn- 
ing coordinates.l) Compare Examples 4 and 5. If the absolute 
terms are proportional as well, i. e. if

then the straight lines (4) are not only parallel but are also 
coincident. Thus, the équations

3x -}- 2 y —6 =  0
and

6 * + 4 y — 12=0  
describe one and the same straight line.

I ^ T h e  Intersection of Straight Unes

To find the point of intersection of the straight lines
Alx-\-Bly-\-C1 =  0 (1)

and
A%x-\-B$y-\-C%=0 (2)

it is necessary to solve the System of équations (1) and (2). 
As a rule, this System yields a unique solution and we obtain 
the desired point (Sec. 9). The only possible exception is the
equality of the ratios ~  and , i.e. when the straight
lines are parallel (see Sec. 18, Notes 2 and 3).

Note. If the given straight lines are parallel and do not 
coincide, then the System (l)-(2) has no solution; if they 
coincide, there is an infinity of solutions.
«/Example 1. Find the points of intersection of the straight 

lines y — 2*—3 and y =  — 3jc+2. Solving the System of 
équations, we find * = 1 , y =  — 1. The straight lines inter- 
sect at the point (1, —1). 
y  Example 2. The straight lines

2x— 7ï/+12 =  0, x —3.5^+ 10 =  0
are parallel and do not coincide since the ratios 2:1 and 
(—7):(—3.5) are equal, but they are not equal to the ratio

•) lt may turn out that one of the quantifies A t oi B t (but not 
bot h together, see Sec* 16) is equal to zéro. Then the proportion (6) 
may be understood in the meaning that  the corresponding numerator 
is also zéro. The proportion (7) has the same meaning for Ca = 0
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12:10 (cf. Example 4, Sec. 18). The given System of équati­
ons. has no solution.
«/Example 3. The straight lines 3 x + 2 y —6 =  0 and 

6x +  4y— 12 =  0 coïncide since the ratios 3:6, 2:4 and 
(—6):(—12) are equal. The second équation is obtained from 
îhe first by multiplying by 2. This system has an infinity 
of solutions.

2Q» The Perpendlcularlty Condition of Two Straight Unet

The condition that two straight lines given by the
équations

y = a 1x + b 1, (1)
y = a ix + b i (21

be perpendicular is the relation

*1*2 =  - 1  (3)
which states that two straight lines are perpendicular if the 
product of their slopes is equal to —1, and they are not
perpendicular if the product is not equal to —1.

Example 1̂  The straight lines y =  3x and y =  — -- x are 

perpendicular since a1aa =  3-^— t ) = —

Example 2, The straight lines y = 3 *  and y =  j x  are not 

perpendicular since ayO* =  3 • — =  1.
Note l / l i  the équation of one of the two straight lmes 

does not contain an ordinate (i. e. the straight line is parallel 
to the y-axis), then it is perpendicular to the other straight 
line provided that the équation of the latter does not contain 
an abscissa (then the second straight line is parallel to the 
axis of abscissas), otherwise the straight lines are not per­
pendicular. For example, the straight lines x =  5 and 3y+ 2 = 0  
are perpendicular and the straight lines x±=5, and y — 2x are 
not perpendicular.

Note If two straight lines are given by the équations
AyX-j- f iiy + C i =  0, A^x-\- Bty-j-C2 =  0 (4 y

tbcn the condition for their being perpendicular is
A1At +  BlB%̂ 0  (5)
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Example s /T h e  straight lines 2x +  5j/ =  8 and 5x—2y =  3 
are perpendicular; indeed, Ax—2y j42= 5 ,  Bx= 5, fl2 =  ~  2, 
and so AxA2-\- BxBt =  10— 10=0.

Example y  The straight lines -  x — — y = Q  and 2x—3 y = 0  
are not perpendicular since A1A1-\-BlB2—2.

z y  Thft Angle Between Two Straight Lines

Let two nonperpendicular straight lines Lv  L% (taken in 
a spécifie order) be given by the équations

Then the formula 1>

y = a 1x + b l , 
y = a * x + b i ­

lan 8 0»-Qi
1 + atat

O)
(2)

(3)

yields the angle through which the first straight line must 
be rotated in order to make it parallel to the second line. 

Example 1 /  Find the angle between the straight lines 
y = 2 x —3 and y = — 3 x + 2  (Fig. 20.)

Here, ax= 2 t a2= — 3. By formula 
(3), we find

whence 0  =  + 4 5 ° . This means that 
when the straight line y —2x—3 (AB 
in Fig. 20) is turned through the ang- 
le+45° about the point of intersection 
M (l, —1) of the given straight lines 
(Example 1, Sec. 19), it will coïncide 
with the straight line y = — 3 x + 2  
(CD in Fig. 20). It is also possible to 
take 0  =  180° +  45°=225°, 0 = —180° 

Fig. 20  + 4 5 ° = — 135°, and so on. (These
angles are denoted by 0 lf 0* in Fig. 20).

Example 2 /  Find the angle between the straight lines 
y = — 3 x + 2  and y = 2 x —3. Here, the lines are the same as 
in Example 1, but the straight line CD (see Fig. 20) is the 
first one and AB is the second. Formula (3) yields tan 0  =  — 1,

On its applicabillty when the straight lines L lt L , are perpen­
dicular, see Note I below.
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i.e. 0  =  — 45° (or 0= 1 3 5 ° or 0  =  — 225°, etc.). This is the 
angle through which the straight line CD must be rotated to 
bring it into coincidence with AB.

Example 3 /  Find the straight line that passes through 
the origin and intersects the straight line y = 2 x —3 at an 
angle of 45°.

Solution. The sought-for straight line is given by the 
équation y = a x  (Sec. 14). The slope a may be found from (3) 
by taking the slope of the given straight line in place of ax 
(i.e. by putting ax= 2); in place 
of a2 we take the slope a of the de- 
sired straight line, and in place of 
0, an angle of +  45° or —45°. We 
then get

The problem has two solutions: 
y =  — 3x (the straight line AB in
Fig. 21) and y = -  x (the straight
line CD).

Note 1 /  If the straight lines (1) 
and (2) are perpendicular (0 =
=  ±90°), then the expression l + a ^  in the denominator
of (3) vanishes (Sec. 20) and the quotient ceases to
ex ist.1) At the same time, tan 0  ceases to exist (becomes 
infinité). Taken literally, formula (3) is meaningless; in this 
case it has a conventional meaning, namely that each time 
the denominator of (3) vanishes the angle 0  is to be consi- 
dered ±*90° (both a rotation through +90° and one through 
—90° brings either of the perpendicular straight lines to 
coincidence with the other).

Example y  Find the angle between the straight lines
y = 2 x —3 and y = — — x - f  7 ^ = 2 ,  a2 =  — If we first

ask whether these straight i nes are perpendicular, the answer 
is yes by the characteristic (3) of Sec. 20 so that we obtain 
0 = ^ 9 0 °  even without formula (3). Formula (3) yields the

Fig. 21

*> The numerator  a 2- a t is r:ot zéro since the slopes ait a, (Sec. 18) 
are equal only in the case of parallel straight  Unes.
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same resu 11. We get

In accordance with Note 1, this equality is to be understood 
in the meaning that 0 = ±  90°.

Note £  If even one of the straight lines Llt L2 (or both) 
is parallel to the y-axis, then formula (3) cannot be applied 
because then one of the straight lines (or both) cannot be 
represented (Sec. 15) by an équation of the form (1). Then 
the.angle B is determined in the following manner:

/(a) when the straight line L2 is parallel to the y-axis and 
Lx is not [farallel, use the formula

tan 0  =  —a,

/ ( b )  when the straight line Lx is parallel to the y-axis and 
L2 is not parallel, use the formula

tan 0  = ---- -
ûi

(c) when both straight lines are parallel to the y-axis, they 
are mutually parallel, so that tan 0  =  0.

Note ÿ /  The angle between the straight lines given by the 
équations

i4i* +  Æiy +  C i= 0  (4}
and

A2x + B 2y-\-C2= 0  (5)/
may be found from the formula

tan 0 A  i B  2 —  

A l A i ^ - B 1B t (6)

When y41i42 +  BiB2= 0 ,  formula (6) is given a conventional 
meaning (see Note 1) and 0 = ± 9 O ° . Compare Sec. 20, 
formula (5).

l l j  The Condition for Three Points Lylng on One Straight Une

The three points A1 (xlt yx), A2 (x2t y2), A3 (x3, y3) lie on 
one straight line if and only i f 1}

*2 — *i y*— y i l  0 (1)
*3 — y 3 y\ I {

*) The left side of (1) is written in the form of a déterminant 
(see Sec. 12).
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This formula also states (Sec. 13) that the area of the "tri­
angle” A2A3Ax is zéro.

Example ] /  The points Ax(—2, 5), A2 (4, 3), Aa(16, —1) 
lie on one straight line since

*2 —*1 1/2 —l/l 1 4 + 2  3 —5
*3 —*1 f/3 — l/l 1 16 +  2 — 1—5

=  6-(—6) — (—2 ) 1 8 = 0

Example 2 / The points A1 (—2, 6), A2 (2, 5), As (5, 3) do 
not lie on one straight line since

**—*i y*—ÿi| =  | 2 + 2  5—6 _ | 4  —Il .
X » — * 1  y s —Vil 15 + 2  3—6 17 —3|

23 ,/Tha Equation of a Straight Line 
Through Two Points (Two-Polnt Form)

A straight line passing through two points Al (x1, yt ) and 
A2 (x2, y2) is given by the équation l)

* 2 — * i  i / 2 — y \  

x —X! y —yx =  0 d>

It states that the given points Ai, A2 
and the variable point A (x, y) lie on 
one straight line (Sec. 22).

Eq. (1) may be represented (see 
note below) in the form

*— _  y — y i  
*i y * — y  %

(2)

This équation expresses the proportionality of the sides of 
the right triangles ArRA and AXSA2 depicted in Fig. 22, 
where

xx =  OPly x2 =  OP2f x = O P ,
x —xl =  A l R , x2—Xi=
yi =  P iA lt yi = P i Ai , y —PA, 
y —y± =  RA, y 2—yx= S i4 ,

Example 1. Form the équation of the straight line passing 
through the points (1, 5) and (3, 9).

U The left side of (1) ls written. in the form of a déterminant 
(see Sec. 12).
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Solution. Formula (1) gives
3 —  1
jc— 1

9 — 5

y—5 =  0, or I 2 4
I x — 1 y - 5

that is, 2 (y — 5) — 4 (jc— 1 )= 0  or 2jc—y +  3 =  0.
Formula (2) yields — i = ~ L  Whence we again get

2jc— 0 + 3 = 0 .
Note. When jc2 =  jc1 (or y2 = yi), one ol the denominators 

of (2) is zéro; then Eq. (2) should be taken to mean that the 
corresponding numerator is zéro. See Example 2 below (also 
the footnote on page 34).

Examplë 2. Form the équation of a straight line that pas­
ses through * the points ^ ( 4 ,  — 2) and v42 (4, 5). Eq. (1) 
yields

I 0 7
I x —4 y +  2 =  0 (3 y

i. e. 0 (y-\- 2) — 7(jc—4) =  0, or x —4 =  0 
Eq. (2) is written as

x - 4 _j/4-2
o ~~~T~

Here, the denominator of the left member is zéro. Taking 
Eq. (4) in the above meaning, we put the numerator of the 
left member equal to zéro and we obtain the same resuit: 
jc—4 =  0.

<4>

24, A Pencll of Straight Unes

The collection of lines passing through one point Al (xlt yx) 
(Fig. 23) is termed a (central) pencil of lines through a point.

The point Ai is called the vert ex of 
the pencil. Each one of the lines of 
the pencil (with the exception of 
that which is parallel to the axis 
of ordinates; see Note 1) may be 
represented by the équation

y—yi = k(x—*i) (i),
Here, k is the slope of the line under 
considération (A =  tan a). Eq. (1) is 
called the équation of the pencil 
The quantity k (the parameter of 
the pencil) characterizes the dire-
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ction of the line; it varies from one line of lhe peneil 
to the next.

The value of the parameter k may be found if sonie other 
condition is given which (together with the condition that 
the line belong to the peneil) defines the position of the line; 
see Example 2.

Example 1/Form the équation of a peneil with vertex at 
the point Ax( — 4, —8).

Solution. B y (1) we hâve
y +  8 =  k(x +  4)

Example 2/ Find the équation of a straight line that pas­
ses through (ne point /4 |( l , 4) and is perpendicular to the 
straight line 3x — 2r/= 12.

Solution. The desired line belongs to a peneil with vertex 
( 1 , 4). The équation of the peneil is y — 4=fc(x  —  I). To find 
the value of the parameter k, note that the desired line is 
perpendicular to the straight line 3x — 2y=12; the slope of
the latter is - y . We hâve (Sec. 20) -y  k-= — 1, i. e. k =  — .

o
The desired line is given by the équation y —4 =  — j  (x — 1)

2 . >, 2 or </ =  - - *  +  4 t .
Note /. A straight line belonging to a peneil with vertex 

at Ax(xXt y x) and parailel to the y-axis is given by the équa­
tion x — xx — 0. This équation is not obtainable from (1), no 
matter what the value of k. All lines of the peneil (without 
exception) may be represented by the équation

l ( y - y x )  =  m ( x - x x) (2)
where / and m are arbitrary numbers (not equal to zéro si- 
multaneously). When / £  0, we can divide Eq. (2) by /.
Then, denoting in terms of k, we get (1). But if we put
/ - 0 ,  then Eq. (2) takes the form x —x ^ O .

Note 2. The cqualion of a peneil containing two intersecting 
st raight  lines L t, L t given by the équations

A xx  +  B xy  +  Cx =  0, A t x + B ay  +  Ct =  Q
is of the form

m x ( A  xx  + B xy  +  Cx) +  m a { A t x  +  B i y  +  Ct ) =  0  (3)

Here, m x, m 2 are a rb i t ra ry  numbers (not slmultaneously zéro). In 
part icu lar.  for m, = 0 we get the line L t , for mt = 0 we hâve the line 
L ,. In place of (3) we can write the équation

A xx  +  B xy  + Cx + K ( A t x  +  B t y  + Ct ) =  0 (4)
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in which ail possible values are given to only one letter K, but it is 
not possible to obtain the équation of the line L2 from (4).

Eq. (1) is a spécial case of Eq. (4) when the s traight lines L x and 
L x are given by the équations y = y x, x - x x (they are then parallel to 
the axes of coordinates).

Example 3. Form the équat ion of a s tra ight  iine which passes 
through the point of intersection of the lines 2 x - 3y -  1=0, 3 x - j / - 2  = 0 
and is perpendicular to the s traight line y=x.

Solution. The desfred line (which definitely does not coïncide with 
the line 3 x - j / - 2  =  0) belongs to the pencil

2 x - 3 y -  1+X ( 3 x - y - 2 )  = Q (5)
3X+ 2The slope of the line (5) is k — ■ —— -. Since the desired line is per­

pendicular t0 the line y = x , it follows (Sec. 20) that fe = - l .  Hence,
^ ^ - -=  -  1, . Subst i t ih ing  h=  -  into (5), we get (af-3 4 4
ter simplifications)

7 x + 7 y - 6  = 0
Note 3. If the lines L x, L t are parallel (but noncoincident), 

Eq. (3) represents, for ail possible values of m x, m t , ail straight lines 
parallel to the two given lines. A set of mutually  parallel straight 
Unes is termed a pencil of parallel lines (parallel pencil). Thus, Eq. (3) 
represents ei ther  a central pencil or a parallel pencil.

2 § /T h e  Equation of a Straight Line Through a Given Point 
and Parallel to a Given Straight Line (Polnt-Slope Form)

1 / A straight line passing through a point Mx (xlt yx) pa- 
rallél to a straight line y=ax-{-b  is given by the équation

y—y\=a(*—xù ( i )
Cf. Sec. 24. ,

Example 1 / Form the équation of a straight line which 
passes through the point ( — 2, 5) and is parallel to the 
straight line

bx—7 y —4 = 0
Solution. The given line may be represented by the équa­

tion y =  Y * — Y  ^here a =  ̂ j  • The équation of the line is

y—5 =  y  [x—(— 2)] or 7 (y—5) =  5 (x +  2) or 5x—7i/-f45 =  0.
2. A straight line which passes through a point Mx (xl t y{) 

and is parallel to the straight line Ax +  By +  C =  0 is given 
by the équation

A (x —*i) +  B ( y —yx) = 0  (2)
Example S{/Solving Example 1 (A =  5, B =  — 7) by for­

mula (2), we' find 5 (x +  2) —7 (y —5) =  0.
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Example Form the équation of a straight line which 
passes through the point ( — 2, 5) and is parallel to the 
straight line 7jc-f - 10 =  0.

Solution. Here A =  7, fl =  0. Formula (2) yields 7(x +  2) =  0, 
or x +  2 = 0 . Formula (1) is not applicable since the given 
équation cannot be solved for y (the given straight line is 
parallel to the y-axis, cf. Sec. 15).

2 6 / îh e  Equation of a Straight Line 
Through a Given Point and Perpendlcular 
to a Given Straight Line

J/A straight line which passes through a point Ml (xl t yl) 
and is perpendicular to a straight line y =  ax-\-b is given by 
the équation

y —yi =  —  4 *  * i)  0 >

Cf. Sec. 24, Example 2.
Example 1/ Form the équation of a straight line which 

passes through the point (2, — 1) and is perpendicular to the 
straight line

4x—9y =  3

Solution. The given line may be represented by the équa­
tion y = - j -  x — -- ^a =  - ^  . The équation of the desired line

is y - f  1 = — -  (x — 2) or 9* +  4y— 14 =  0.
2. A straight line that passes through a point Mt (xlf yx) 

and is perpendicular to the straight line Ax-{-By +  C =  0 is 
given by the équation

A ( y - y d - B ( x - Xl) = 0

Example Solving Example 1 ( A =  4, B =  — 9) by for­
mula (2), we find 4 (y +  l) +  9 (x—2) =  0 or 9x +  4y— 14=0.

Example 3. Form the équation of a straight line passing 
through the point (— 3, — 2) perpendicular to the straight line

2 y + l = 0

Solution. Here, A = 0, fl =  2 Formula (2) yields 
— 2 (*- f  3) =  0 or x +  3 =  0. Formula (1) cannot be used be- 
cause a =  0 (cf. Sec. 20, Note 1).
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2 7 /T h e  Mutual Positions of a Stralght Une 
and a Pair of Points

The mutual positions of points Af, (jc,, y x), M 2 {x2, y 2) and a 
straight line

A x + By+C = 0 (1)
may be determined from the following characteristics:

(appoints M x and M 2 lie on one side of the line (1) when the 
numbers A x x + B y x + CXt A x 2 + B y t + C2 hâve the same sign;

(byMt and Mt are on different sides of line (1) when these num­
bers hâve opposite signs;

(c/'one of the points M t , M 2 (or both) lies on the line (1) if one 
of these numbers is zéro or if both are zéro.

Example ly The points (2, - 6 ) ,  ( - 4 ,  - 2 )  lie on the same side of 
the straight lme

3 x + 5 y -  1 = 0
since the numbers 3-2 + 5 ( - 6 ) -  1 = - 2 5  and 3 - ( -4 )  + 5 ( - 2 ) -  1 = — 23 
are both négative.

Example 2 /  The origin of coordinates (0 , 0) and the point (5, 5) 
lie on different sides of the straight line x + y - 8 = 0 since the numbers 
0 + 0 - 8 = - 8  and 5 + 5 - 8 =  + 2 hâve different signs.

2%y The Distance From a Point to a Straight Une

The distance à from a point Mx (xx, yx) to a straight line 
Ax -J- By -f- C =  0 (1}

is equal to the absoiute value of

that is, l)

f i _ _ A x l + B y t + C 
VA'- + B*

d = \ f \ \  =  \ Axt± Byt + c  1 
| VA* + B 2 I

(2)

(3)

Example. Find the distance from the point (— 1, + 1 )  to 
the straight line

3x— 4i/ +  5 =  0
Solution.

3jrt - i y t + 5 _3 ( - l ) - 4 - l + 5 ____ 2_
V  3* + 4* ~  K3* + 4* ~~ 5

-1) Formula (3) is ordinarlly derived by means of an artificlal con­
struction. Below (See Note 2) is given a purely analytical dérivation.
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Note / . Suppose the line (1) does not pass through the origin 0 
and, hence, C 0 (Sec. 16). Then, if the signs of ô and C are the 
same, the points M, and 0  lie to one side of the line (1); if the signs 
are opposite, then they lie on different sides (cf. Sec. 27). But if ô = 0 
(this is only possible if A x t + B y t + C = Q), 
then M t lies on the given straight line 
(Sec. 8).

The quantity 6 is called the orlénted dis­
tance from the point Aft to the line (1). In the 
cxample above, the oriented distance ô is equal 

2
to — —, and C = 5. The quantifies 6 and C hâve
opposite signs, hence, the points Aij ( — 1, +1) 
and O lie on different sides of the straight line 
3 x -4 y  + 5 = 0.

Note 2. The slmplest way to dérivé formula 
(3) is as follows.

Let M 2 (x2, y2) (Fig. 24) be the foot
from the point Àft (*,, y x) onto the

Fig. 24

of a perpendicular dropped 
straight line (1). Then

d = V (x t - x l ) ^ [ y i - Uly (4>
The coordinates x 2, y 2 are found as the solution of the following Sys­
tem of équations:

Ax + By + C = 0, (1)
A ( y - y l ) - B ( x - x l ) = 0 (5)

where the latter équation dehnes a straight line Aft Afx (Sec. 26). To 
simplify computations,  transform the first équation of the System to 
the form

A { x - x x) + B ( y - y l ) + A x l + B y t + C = 0 (6)
Solving (5) and (6) for (x - x x), (y - y t ), we find

x - x t  = -  (A x l + B y i + C), (7)

y - y i = ~ <Axi + Byi  + c > (8)

Putt ing  (7) and (8) into (4), we get

d=\ ^ Xi + By i + £  |
I V A *  +  B*  I

2%/ Jhe Polar Parameters (Coordinates) 
of a Straight U n e 1}

The position of a straight line in a plane may be given 
by two numbers called the parameters (coordinates) of the 
line. For example, the numbers b (initial ordinate) and a t)

t) This section serves as an introduction to Secs. 30 and 31.
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(slope) are (cf. Sec. 14) the parameters of the straight line. 
However, the parameters b and a are not suitable for ail 
straight Unes; they do not specify a straight line parallel 
to OY (Sec. 15). In contrast, polar parameters (see below) 
can be used to specify the position of any straight line.

The polar distance (or radius vector) of a straight line UV 
(Fig. 25) is the distance p of the perpendicular OK drawn 

from the origin 0  to the straight line. 
The polar distance is positive or zéro 
(P3a0).

The polar angle of the straight 
line UV is the angle a =  £XOK  
between the rays OX and OK (taken 
in that order; cf. Sec. 21). If the line 
UV does not pass through the origin 
(as in Fig. 25), then the direction of 
the second ray is quite definite (from 
O to K); but if UV passes through O 
(then 0  and K coïncide), the ray 
is drawn in any one of two pos­

sible directions.
The polar distance and the polar angle are termed the 

polar parameters (or polar coordinatês) of a straight line.
If the straight line UV is given by the équation 

Ax +  By +  C = 0  
then its polar distance is defined by the formula

P ~~ V a * + b * ^

perpendicular to UV

and the polar angle a  by the formulas
cos c l —  i p  ----------, sin a =  --B—

V a * + b 2 V a *+b * (?)
where the upper signs are taken for C > 0, and the lower 
signs for C < 0; but if C = 0, then either only the upper 
signs or only the lower signs1) are taken at will.

*) Formula (l) is obtained from (3), Sec. 28 (for jcl s=y1 = 0). For­
mulas (2) are obtained as follows: from Fig. 25

OL LK
- 7^ = “ -* .  s l n a = ^ r r = —OK P OK p

According to (7), (8), Sec. 28 (for *1= ^  = 0). we hâve 
AC BC

A*+B2 ' y a *+b * (c°nt d on p. 47)x = ~

(3)

(4)
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Example 1. Find the polar parameters of the straight line 
3x—4t/+ 10= 0

Solution. Formula (1) yields p = - 10__= r = 2 .  Formulas (2),
Vô* + 4* v 7

where the upper signs are taken (because C =  +  10), yield
3 3 . ( - 4 )  , 4cos a =  — - ■ = — r , sin a = — ■ -------- =  +  -rVà* + A* 5 / 3 2 + 4* 5

Hence, a  »  127° (or a  »  487°, etc.).
Example 2. Find the polar parameters of the straight line

3x—4 y = 0
Formula (1) yields p = 0 ;  in formulas (2) we can take 

either only the upper or only the lower signs. In the former
case, cosa = — , sin a  =  4* and, hence, a »  127°; in theO O

3 4latter case, cos a = — , sin a = — =- and, hence, a « —53°.5 O

The Normal Equation of a Straight Line

A straight Une with polar distance p (Sec. 29) and polar 
angle a  is given by the équation

x c o s a  +  ysincc—p = 0  (1)

This is the normal form of the équation of a straight line. 
Example. L'et a straight line UV be distant from the origin

OK =  V  2
(Fig. 26) and let the ray OK make an angle a =225° with 
the ray OX. Then the normal équation of UV is

x cos 225° +  y sin 225° — }^2= 0
that is,

VT V2 ,/*s- n— r x— 2- y —V 2 = 0

From (1), (3) and (4), it follows that
C A , C B

c o s a =  — r-p r- , sin a =  — -r r -r  - - - -  (5)
|C  I y  A* + B* v  A* + B* 1

c
Formulas (5) coïncide with (2) because -■ = +1 for C >  0 and
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Multiplying by — Ÿ 2 % we get the équation of UV in the 
form x 4- y +  2 — 0, but this équation is no longer in the nor­
mal form.

Fig. 26

Dérivation of équation ( / ). Dénoté the coordinates of the po in t  K  
(Fig. 27) by x t , y t . Then jr, = O L =pcosa ,  y %- L K = P  sina. The straight 
line OK that passes through the points O (0, 0) and K  U*, y») is given
(Sec. 23) by the équation | ** J 1 1 = 0, that  is, (sin a )  x - ( c o s a )  y=0.
The line UV passes through K (xt , y t ) and is perpendicular  to the 
straight  line O/C. Hence, (Sec. 26, Item 2), it is given by the équation 
sin a  ( y - y j ) - ( - c o s  a) (*-jct ) = 0. Substi tu t ing  x , = p c o s a  and y*= 
- p  sin a ,  we get  x c o s a + y  sin a -  p = 0 .

3ÿ i Reduclng the Equation of a Straight Une 
tô the Normal Form

In order to find the normal équation of a straight line 
given by the équation Ax-{-By +  C = 0 , it is sufficient to 
divide the given équation by =F Y A 2 +  fl2, the upper sign 
being taken when C >  0 and the lower sign when C < 0; but 
if.C= 0 ,  any sign is valid. We get the équation

T — A ■ ■ X  y ------rL = r-= 0
V  A* + B * V a * + B* v  A* + B*

lt will be normal. l)
Example 1̂  Reduce the équation 3jc—4 y + 1 0 = 0  to the 

normal form.‘
Here, A =  3, B =  —4 and C = 1 0 > 0 .  Therefore, divide 

by — yr3 * + 4 * = — 5 to get

*) Because the coefficients of x and y  are, respectively, cos a  and
sin a  by virtue of (2). Sec. 29. and the constant terni is equal to 
( -P )  by (1), Sec. 29.
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This is an équation of the form x cos a  +  y sin a  — p — 0.
3 4Namely, p = 2 , c o s a = — g-, sin a =  + — (hence, 127°).

Example 2/ Reduce the équation 3x—4 y = 0  to the nor­
mal form.

Since C = 0 here, it is possible to divide either by 5 or —5. 
In the former case we get

(p =  0, a  «  307°), in the latter case,
3 . 4  n

- t  x + n - y = °
( p = 0, a  «  127°). To the two values of a  there correspond 
two methods of choosing the positive direction on the ray OK 
(see Sec. 29).

3 2 /  Intercepta

To find the line segment O L = a  (Fig. 28) intercepted on 
the x-axis by the straight line UV, it is sufficient to put 
y = 0  in the équation of the straight line and solve the équa­
tion for x. In similar fashion we 
find the line segment O N = b  on the 
y-axis. The values of a and b can 
be either positive or négative. If the 
straight line is paràllel toone of the 
axes, the corresponding line segment 
does not exist (becomes infinité).
If the straight line passes through 
the origin, each line segment dégé­
nérâtes into a ooint (a= 6 = 0 ) .

Example X/ Find the line seg­
ments a, b intercepted by the straight 
line 3 jc — 2y-f-12= 0  on the axes.

Solution. Set y = 0  and from the équation 3*- |-12= 0  find 
x —  —4. Putting j c = 0 ,  we get y = 6  from — 2 y + 1 2 = 0 .  
Thus, a =  —4, b =  6.

Example {/F in d  the line segments a and b intercepted on 
the axes by the straight line

5y+ 15  =  0
Solution. This line is parallel to the axis of abscissas 

(Sec. 15). The line segment a is nonexistent (putting y = 0 ,
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we get a contradictory relation: 15 — 0). The segment b is 
equal to —3.

Example 3/' Find the line segments a and b intercepted 
on the axes 6y the straight line

Solution. Using the method given here, we find a =  0, 
b =  0. The end of each of the “segments” coincides with its 
beginning, which means the line segment has degenerated 
into a point. The straight line passes through the origin 
(cf. Sec. 14).

Sec. 3 3 /  Intercept Form of the Equation 
of a Straight Line

If a straight line intercepts, on the coordinate axes, line 
segments a, b (not eq.ual to zéro), then it may be given by 
the équation

Conversely, Eq. (1) describes a straight line intercepting 
on the axes the line segments a, b (reckoning from thè 
origin O).

Equation (J,) is the intercept form of the équation of a 
straight line.

Examp!e> Find the intercept form oi the équation of the 
straight line

?>x — 2y-\-12 =  0 (2)

Solution. We find a = — 4, b — 6 (see Sec. 32, Example .1). 
The intercept form of the équation is

It is équivalent to Eq. (2).
Note l/. A straight line that intercepts on the axes line 

segments equal to zéro (that is, such that passes through the 
origin: see Example 3 in Sec. 32) cannot be represented by 
the intercept form of the équation of a straight Une.

Note 2i A straight line parallel to the x-axis (Example 2, Sec. 32)
* Vcan be represented by the équation -~ -= l ,w h ere  b is the y-intercept.o

Simllarly. a straight  line parallel to the p-a.xis may be given by tffe

oy—2 x = 0

«1-

X

—"4
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équation — =1. There is no generally accepted opinion in the iitera- a
ture as to whether to regard these équations as lntercept forms or not. *>

34/îransform atlon of Coordlnates 
(Statement of the Problem)

One and the same line is described by different équations 
in different coordinate Systems. Frequently, if we know the 
équation of some line in one (“old”) coord inate System, it is

required to find the équation of the line in another (“new”) Sys­
tem. Formulas for the transformation of coordinates serve this 
purpose. They establish a relationship between the old and 
new coordinates of some point M.

Any new System of rectangular coordinates X'O'Y' may 
be obtained from any old System XOY (Fig. 29) by means 
of two motions: (1) first bring the origin 0  to coincidence 
with O', holding the directions of the axes unchanged; this 
yields an auxiliary System XO'Y (shown dashed); (2) then 
rotate the auxiliary System about the point 0 ' to coincidence 
with the new System X'O'Y'.

These two motions may be executed in reverse order (first 
a rotation about 0  yielding the auxiliary System XOY and 
then a translation of the origin to the point 0 ', which gives 
the new System X'O'Y'; Fig. 30). l

l> The essential thing is that the équation -~ = 1  or -J- s  1 may
x ybe obtained from the équation — + — =1; however not as a particular O O

case but by passing to the limit as b or a go to inhnity.
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Thus, it is sufficient to know the formulas of coordinate 
transformation in translation of the origin (Sec. 35) and ro­
tation of the axes (Sec. 36).

3y^Translatlon of the Orlgln

Notation (Fig. 31): 
cld coordinates of point M:x =  OPt y = P M \  
new coordinates of point M:x' =  0 'P ', y' — P'M ;

coordinates of new origin 0 ' in old 
System XOY:

x0 =  OR, y0 =  RO'
Translation formulas:

x =  x ' + x 0, y = y' + y0
or

x = x —x(] y =y—yo

c i

« i
In words, the old coordinate is equal 
to the new one combined wilh the coor­

dinate of the new origin (in the old System).1*
Example W The coordinate origin is translated to the point 

(2, —5). Find the new coordinates of the point M (—3, 4). 
Solution. We hâve

*0 =  2, y0 =  —5; * =  — 3, £/ =  4
Fiom formulas (2) we find

x' =  —3 — 2 =  —5, y 9 =  4 +  5 =  9

Example 2^/The équation of some line is 
x2 +  y2 — 4* +  6y =  36

What will the équation of the line be after a translation of 
the origin to the point 0' (2, —3)?

Solution. According to formulas (1) we hâve
x =  x'-j-2 and y =  y '—3 

Putting these expressions in the given équation, we get 

(x' -F 2)2 -h (y' -  3)2 -  4 {x' +  2) +  6 (yf -  3) =  36

M When memorizing the rule, Ieave out the words In brackets; 
they are essent.lal but can readily be restored.
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or, after simplifications,
x'2-\-y'2 =  49

This is the new équation of the line. It will be recalled 
(Sec. 38) that this line is a circle of radius R =  7 with centre 
at O'.

3Ç/Rotation of the Axes

Notation (Fig. 32): 
old coordinates of point M:x =  OP, y =  PM ; 
new coordinates of point M:x' =  OP', y' =  P'M\ 
angle of rotation of axes « a  =  £ X O X '  =  £ Y O Y '  
Formulas of rotation: 2>

x = x '  cos a —y' sina, \ 
y =  x ' sin a  +  * */' cos a  J

x ' = x  cos a  +  y sin a, \ 
y' = —x sin a +  y cos a  /

(\y 

(2y

Example 1/The équation 2xy =  49 is a curve consisting of 
two branches: LAN and L'A'N' (Fig. 33). It is called an 
équilatéral (equiangular) hyperbola. Find the équation of the 
curve after a rotation of the axes through an angle of 45° 

Solution. For a  =  45°, the formulas (1) take the form

y =  x' V I
2

Substitute these expressions into the given équation. This 
yields _

2 X—  < * '-» ')  (*' + y ’) =  49

or, after simplifications,
x'1—y’1 =  49

1) See Sec. 14 for the sign of the angle a  (first footnote).
*) When memorizing formulas (1) note the lack of order in the 

expression for x  (cosine in front of sine, minus sign between terms 
on the right). On the contrary, there is complété “ order”  in the 
expression for y  (hrst the sine, then the cosine, and a plus sign bet­
ween them).

Formulas (2) are obtained from (1) if one replaces a  by - a  and 
x, y  by x \  y ' and vice versa.
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Example 2 / Prior to a rotation of the axes through an 
angle of —2(r, the point M had an abscissa jc =  6 and an 
ordinate y — 0. Find the coordinates of Af after a rotation of 
the axes.

Solution. The new coordinates x \  y' of the point M may 
be found from formulas (2), where we hâve to put x =  6, 
y = 0, x = 0 ,  a  =  —20° This yields

x' =  6 cos (—20°) »  5.64,
//' =  — 6sin  (—20°) «  2.05

3Ji Algebralc Curves and Thelr Order

An équation of the form
Ax -j- B y -j- C =  0 (1)

where at least one of the quantities A and B is not zéro is 
an algebraic équation of the jfirst degree (in two unknowns x , y). 
It always represents a straight line.

An algebraic équation of the second degree is any équation 
of the form

Ax2 +  Bxy+ C y2 +  Dx +  E y +  F = 0  (2)
where at least one of the quantities A, B, C is nonzero.

An équation that is équivalent to Eq. (2) is also called 
algebraic.

Example \ /  The équation y =  5jc2, which is équivalent to 
the équation 5x2—y =  0, is an algebraic équation of the second 
ùegree (A = 5, B =  0, C =  0, D =  0, £ = —-1, F = 0).
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Example ^  The équation x y =  1, which is équivalent to 
xy— 1 = 0 , is an algebraic équation of the second degree 
(À =  0, B =  1, C =  0, D =  0, £  =  0, £  =  —1).

Example The équation (jc +  y +  2)2—(* + é /+  l)2 =  0 is 
an équation of the first degree since it is équivalent to 
2 x + 2 y  +  Z =  Q.

In similar fashion we define algebraic équations of the 
third, fourth, fifth, etc. degrees. The quantities A , £ , C, D 
and so forth (including the absolute term) are called the 
coefficients of the algebraic équation.

If some curve L is described in a cartesian coordinate 
System by an algebraic équation of the nth degree, then in 
any other cartesian System it will be given by an algebraic 
équation of the same degree. However, the coefficients (some 
or ail) of the équation will then change their values; in a 
particular case, some of them can vanish.

A curve L given (in a cartesian System) by an nth degree 
équation is termed an algebraic curve of the nth order (or of 
degree n).

Example 4/ In a rectangular coordinate System, a straight 
line is described by an algebraic équation of the first degree 
of the form Ax-\-By-\-C =  0 (Sec. 16). Therefore, a straight 
line is a first-order algebraic curve. In different coordinate 
Systems, the coefficients A, B, C hâve different values for 
one and the same straight line. For instance, in an “old” 
System, let a straight line be given by the équation 2jc+3y — 
—5 =  0 (A =  2, B =  3, C =  —5). If we rotate the axes through 
45°, then (Sec. 36) the same line will, in the “new” System, 
be described by the équation

,v~2 i ,v~2 \  c n2\ x ~ 2— y —  J + H *  —— i-y — y — 5 = 0

that is,
5 , . V~2 , (. n f  A 5 V~2 O v~2 n  - \
—2^-* --- 2~y —5 =  0^i4 =  —2—  • b =  ~2 . c  =  — 5 j

Example If the coordinate origin coincides with the 
centre of a circle of radius R=>3, the circle is described by 
the équation (Sec. 38) x2-\-y2—9 =  0. This is an algebraic 
équation of the second degree (A =  1, £  =  0, C = l ,  D =  0, 
E =  0, F =  —9). Hence, a circle is a second-order (quadric) 
curve. If the origin is translated to the point (—5, —2), then 
in the new system the same circle will be given (Sec. 35) by 
the équation (x‘— 5)2 +  («/' — 2)2 — 9 =  0, or *'* +  «/'*— lOx'— 
— 4i/' — 20 =  0. This is also a second-degree équation; the
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coefficients A, B and C remain the sanie, but £>, E and F 
hâve changed.

Example 6. The curve given by the équation y =  s\nx  
(sine curve) is not algebraic.

38. The Clrcle

A circle of radius R with centre at the origin of coord i- 
nates is given by the équation

x2 +  y2 =  R2

It states that the square of the distance OA (see Fig. 9, p. 24) 
from the origin to any point A ly- 
ing on the circle is equal to R2.

A circle of radius R with centre 
at the point C (a, b) is described by 
the équation

(x - a ) 2+ ( y - b ) 2 =  R2 (1)
It states. that the square of the dis­
tance MC (Fig. 34) between the 
points M (.x, y) and C (<a, b) (Sec. 
10) is equal to R2.

Eq. (1) may be rewritten as
x2 +  y2—2ax—2by +  a2-\-b2— R2= 0  (2)

Eq. (2) may be multiplied by any number A to give 
Ax2 +  Ay2—2Aax—2Aby +  A (a2+ b 2— R2) = 0 (3)

Example 1. A circle of radius R =  7 with centre at C (4, —6) 
is described by the équation

(x — 4)a +  (y + 6 )2= 4 9  or x*-\-y2—8 x +  I2y +  3= C  

or (after being multiplied by 3)
3x2 +  3y2 -  24* +  36y +  9 = 0

Note. A circle is a second-order (or quadric) curve (Sec. 37) 
since it is described by a second-degree eauation. However, 
an équation of the second degree does not always represent 
a circle. For this, it is necessary that

(1) it should not hâve a term with the product xy;
(2) the coefficients of x2 and y2 should be equal [cf. Eq. (3)].
These conditions however are not quite sufficient (see Sec. 39).
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Example 2. The second-degree équation x2-\-3xy +  y2=  1 
is not a circle because it bas the term 3xy.

Example 3. The second-degree équation 9jc2-|-4(/2= 4 9  is 
not a circle because the coefficients of x2 and y2 are not equal. 

Example 4. The équation
5*2 — W x 5 y 2 20y—2 0 = 0

satisfies the conditions (1) and (2). In Sec. 39 it is shown 
that this is a circle.

39. Flndlng the Centre and Radius of a Circle

The équation
Ax2 +  B x + A y 2 +  Cy +  D = 0  (1)

[which satisfies the conditions (1) and (2), Sec. 38] is a circle 
provided that the coefficients A, B,C, D satisfy the inequality

B2 +  C2 — 4 A D > 0  (2)
Then the centre (a, b) and the radius R of the circle may be 
found from the formulas (which need not be remembered: 
see Example 1, second method)

a C B2 +  C2- 4 A D
2A ’ H “  4i42 (3)

Note. The inequality (2) states that the square of the 
radius must be a positive number; cf. the last formula of (3). 
If inequality (2) is not fulfilled, then Eq. (1) does not rep­
osent any curve at ail (see Example 2, below).

Example 1. The équation
5jc2— 10x+5f/2 +  20i/—2 0 = 0  (4)

fits (1); here,
i4= 5 , £ = —10, C =20, D = —20

Inequality (2) is fulfilled. Hence, Eq. (4) is a circle. Using 
formulas (3), we find

a =  1, fc= — 2, R2= 9
Thus the centre is (1, —2) and the radius R =  3.

Alternative method. Divide Eq (4) by the coefficient of 
the second-degree terms (i. e., 5):

x2 — 2x-\-y2-\-4y— 4 =  0
Complété the squares in x2—2x and y2-\-4y by adding 1 to
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the first sum and 4 to the second. Add the same numbers 
to the right side of the équation by way of compensation. 
We then hâve

( ,* « 2 * + l )  +  to* +  4y +  4 ) - 4 = l + 4
or

(x — l)24-(t/ +  2)2= 9
Example 2. The équation

x2—2* +  */2 +  2 =  0 (5)
fits the case (1), but inequality (2) is not fulfilled. Which 
means that Eq. (5) does not describe any curve.

The saïne conclusion may be arrived at in the following 
manner (cK.. Example 1):

Complété the square in x2 — 2x by adding 1; also add 1 
to the right side. This yields (x— l)2 +  */2 +  2 = l  or (x— l)2-f- 
+  t/a = —1. But the sum of the squares of (real) numbers 
cannot be equal to a négative number. For this reason there 
is no point whose coordinates can satisfy this équation.

40. The Ellipse as a Compressed Clrcle

Through the centre O of a circle of radius a (Fig. 35) 
draw two mutually perpendicular diameters A'A, D'D. On the 
radii OD, OD' lay off from O equal line-segments OB, OB' 

of length b (less than a). From 
each point N of the circle drop a 
perpendicular NP onto the diameter 
A'A and on this perpendicular lay 
off a segment PM from the foot P 
so that

PM:PN =  b:a (1)
This construction transforms 

every point N into a corresponding 
point M lying on the same perpen­
dicular NP; PM is obtained from 
PN by réduction in the same ratio

£ =  A transformation of this kind is termed uniform
compression. The straight line A'A is called the axis of com­
pression.

The line ABA'B' into which the circle has been transfor- 
med by uniform compression is called an ellipse (see Sec. 41 
for an alternative définition).
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The line segment A'A =  2a (and frequently the straight 
line A'A, i. e. the axis of compression) is called the major 
axis of the ellipse.

The line segment B'B =  2b (and often also the straight line 
B'B) is called the minor axis of the ellipse (2a > 2b, by 
construction). The point 0  is the centre of the ellipse. The 
points A , A \  B , B' are termed the vertices of the ellipse. 

The ratio k = b :a  is called the coefficient of compression of
the ellipse. The quantity 1— =  (the ratio BD.OD) is
called the compression of the ellipse and is denoted by a.

An ellipse is symmetric about the major and minor axes 
and, hence, about the centre.

A circle may be regarded as an ellipse with a coefficient 
of compression 6 = 1 .

Standard form of the équation of the ellipse. If the axes 
of the ellipse are taken as the coordinate axes, then the 
ellipse is described by the équation 11

£ + & = » '  (2)

This is the standard (canonical) form of the équation of 
the ellipse.

Example 1. A circle of radius a = 1 0  cm is' subject to 
uniform compression with coefficient of compression 3:5. 
This produces an ellipse with major axis 2a =  20 cm and 
minor axis 26=  12 cm (semi-axes a = 1 0  cm, 6 =  6 cm). The
compression of the ellipse a =  1—fc =  i!^p==0.4. The stan-

l> We hâve

By ( 1 ) we get
Opt  + P N 2 = ONl =a* (3)

PN=-%~ PMD (4)

Putt ing  this into (3) yields
O P * + 4 t  PAff =a* b1 (5)

that is.

(6)

Dividing by a *, yields the équivalent équation (2). Thus, if 
Af (x , y) lies on the ellipse A B A 'B ' ,  then x, y  satisfy Eq. (2). But 
if M does not lie on the ellipse, then equality (4) and, hence, 
Eq. (6) are not  satisfied (cf. Sec. 7).
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dard form of the équation is then
_*L , jF 
100 ' 36 =  1

Example 2. In projecting a circle on some plane P, the 
diameter A\AX (Fig. 36) parallel to the plane is projected

full size and ail the chords per- 
pendicular to the diameter are 
reduced in a ratio equal to cos q>, 
where cp is the angle between 
the plane Pl of the circle and 
the plane P. For this reason, 
the projection of a circle is an 
ellipse with major axis 2a =  A'A 
and coefficient of compression 
k =  cos q>.

Example 3. A terrestrial 
meridian is more accurately 
taken as an ellipse and not a 
circle. The axis of the earth is 
the minor axis of the ellipse. It 

has an approximate length of 12,712 km. The length of the 
major axis is roughly 12,754 km. Find the coefficient of 
compression k and the compression a  of this ellipse. 

Solution.
a - b  _2a—2b _  1 2 ,7 5 4 -  12,712

a ~  2a ~~ 12.754

k = l —a ^  0.997.

0.003,

41. An Alternative Définition of the Ellipse

Deilnition. An ellipse is the locus of points (Af), the sum 
of the distances of which from two given points F \ F 
(Fig. 37) is a constant, 2a:

F'M +  FM =  2a (1)
The points F' and F are called the foci1} of the ellipse, the 

distance F'F is the focal length, denoted by 2c:
F'F =  2c (2)

*) 1 f a light source is placed at F (or F'), the rays of light are 
reflected from the ellipse and corne together at F' (or F) (the other 
focus).
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Since F'F < F'M-\-FMf it follows that 2c < 2a, or
c < a (3)

The définition given in this section is équivalent to that 
of Sec. 40 [cf. Eq. (7) with Eq. (2), Sec. 40].

Standard form of the équation of the ellipse. Take the 
straight line F*F (Fig. 38) as the axis of abscissas and the

midpoind O of the line segment F'F as the origin of coordi- 
nates. According to the définition of an ellipse and to (1), 
Sec. 10, we hâve F' (— c, 0), F (c, 0). By Sec. 10

V (*  +  c)*+y* +  / ( * —c)*+y* -  2a (4)
On élimination of the radicals, v we obtain an équivalent 
équation:

(a2—c2) x2 -+ a2y2 =  a2 (a2—c2) (5)
or

Because of (3), the quantity a2—c2 is positive. Therefore 
we can write (6) as

<7 >

where
62 =  a2—c2 (8)

Eq. (7) coïncides with Eq. (2) of Sec. 40, and so the 
curve, called an ellipse in this section, is indeed identical 
with the curve described as an ellipse in Sec. 40. It then 
turns out that the centre O of the ellipse (Fig. 39) coincides 
with the midpoint of the line segment FfFt that is, OF =  c. 
By equality (1), the major axis 2a =  A'A of the ellipse turns

M Transpose one of the radicals to the right side and square- 
There will be only coe radical in the new équation, Separating lt 
and again squaring, we simplify to (5).
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out equal to the constant sum of the distances F'M-\-FM 
(Fig. 38). The semiminor axis b =  OB (Fig. 39) and the line 
segment c =  OF are sides of the right triangle BOF\ the 
hypoténuse BF of this triangle is a . This is évident from (8) 

and also from the fact that the 
equal segments F'B and FB add to 
2a (by the définition of an ellipse). 
Thus, the distance from a focus to 
the end of the minor axis is equal 
to the length of the semimajor axis.

The ratio ~  of the focal
length to the major axis, i. e. the
quantity — , is called the eccent-

ricity of the ellipse. The eccentricity is denoted by the Greek 
letter e (epsilon):

e = T  (9)

Because of (3), the eccentricity of an ellipse is less than 
unity. By virtue of (8), the eccentricity e and the coefficient 
of compression k of an ellipse (Sec. 40) are connected by the 
relation

£2 =  1 — ea (10)
Example. Let the focal length of the ellipse 2c =  8cm 

and the sum of the distances of an arbitrary point from the 
foci be 10 cm. Then the major axis 2a = 1 0  cm, the eccentri­
city e =  ~- =  0.8. The coefficient of compression k =
=  V 1 — e2 =  0.6. The minor axis 2b =  2ak == 2 Y  a2 — c2 =  6 cm. 
The standard form of the équation of the ellipse is

Note. If the circle is regarded as a spécial kind of ellipse, 
6 =  a, then c =  0, and the foci F' and F must be taken to 
coïncide. The eccentricity of the circle is zéro.

42. Construction of an Ellipse from the Axes

First method. On the perpendicular straight Unes X'X  
and Y'Y  (Fig. 40) lay off the line segments OA' =  O A = a  
and OB' =  O B = b  [halves of the given axes 2a, 2b (a >  6)]. 
The points A \  A t B \  B will be the vertices of the ellipse.
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From point B, strike an arc uv with radius a\ it will 
intersect the line segment A'A at the points F', F; these 
will be the foci of the ellipse [by (8), Sec. 41]. Divide 
A'A =  2a into two parts in arbitrary fashion: A ’K =  r' and 
KA =  r , so that r'-{-r=2a .  From the point F draw a circle 
of radius r and from F' a circle of radius r'. These circles 
intersect at two points M and M'; by construction, we hâve 
F'Af +  FAf=2<z and F'M'-j-FM' =2a .  By the définition 
given in Sec. 41 the points M and M' lie on the ellipse. 
By varying r we obtain new points of the ellipse.

Second method. Draw two concentric circles ol radius 
OA =  a and O B = b  (Fig. 41). Through the centre O draw 
an arbitrary ray ON. Through the points K and M x, at which 
ON meets the two circles, draw straight Unes that are 
respectively parallel to the axes X'X, Y’Y . These straight 
lines will intersect at the point M. Its ordinate PM ( =  KD) 
is shorter than the ordinate PMX of the point Mx which 
lies on the circle of radius a\ we hâve PM :PM x=b:a .  
Therefore (Sec. 40) the point M lies on the desired ellipse. 
Varying the direction of the ray ON, we get new points of 
the ellipse.

43. The Hyperbola

Définition. The hyperbola (Fig. 42) is the locus of points 
(M) whose distances from two fixed points F', F hâve a 
constant différence (cf. définition of the ellipse in Sec. 41):

\ F'M — FM | =  2û (1)
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The points F' and F are called the foci!> of the hyper - 
bola, and the distance F'F is the focal length denoted by 2c:

F'F =  2c (2)
Since F'F > | F’M — FM | , it follows that [cf. formula (3), 
Sec. 41]

c >  a (3)
If M is doser to the focus F' than to the focus F, i. e. if

Fig. 48

F'M < FM (Fig. 43), then in place of (1) we can write 
FM — F 'M =2a  (la)

But if M is doser to F than F', i. e. F'M > FM (Fig. 42), 
then we hâve

F'M —FM =  2a (lb)

Those points for which F'M — F M =2a  form one branch of
the hyperbola (usually the right 
branch); those points for which 
FM — F'M =  2a form the other 
branch (the left branch).

Standard form of the équa­
tion of the hyperbola. In Fig. 
44, for the x-axis we take the 
line F'F and for the origin, 
the midpoint 0  of F'F. By (2) 
we hâve F (c, 0), F '(— c, 0). 
By (lb) and Sec. 10 the right 

branch is given by the équation

Y ^  +  c)* +  y * - Y ( x —c)* +  y* = 2 a  (4a)

*) Il u light source is placed ut onc of the foci, the light rays 
reflected from the hyperbola will fonri a divergent beam with the 
centre in the other  focus. Cf. footnote ou p. 60.
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For the left branch, by (la) and Sec. 10, we hâve the 
équation

Y ( x - cy  +  y* -  Y ( x  +  c)*+y*  =  2a (4b)
On élimination of the radicals we get, in both cases,

(a2—c2) x2 +  a2y2 =  a2 (a2 — c2) (5)
or

(6)

This équation is équivalent to the pair (4a), (4b) and 
represents the two branches of the hyperbola at once. l)

Equation (6) is outwardly the same as the équation of 
the ellipse [cf. (6), Sec. 41] but this similarity is deceptive, 
for now, due to (3), the quantity a2—c2 is négative, so that 
Y  a2—c2 is imaginary. Therefore, dénoté by b the quantity 
+  Y ^ â 2 so that 2)

b2 =  c2—a2 (7)
Then from (6) we get the standard (canonical) équation 
of the hyperbola

Example. If the magnitude of the différence F'M — FM 
is 2a= 2 0  cm and the focal length is 2c= 2 5  cm, then
b Y c 2- a 2= ^  (cm). The standard form of the équation 

of the hyperbola is ^ - - ^ - = 1 .

44. The Shape of the Hyperbola, Its Vertlcee 
and Axes

The hyperbola is symmetric about the point O — the 
midpoint of the segment F9F (Fig. 45); it is symmetric about 
the straight line FrF and about the straight line Y'Y  drawn 
through O perpendicular to F9F. The point O is called the

•> The two branches of the hyperbola might be taken as two 
curves and not one. But then neither of the curves, separately, 
would be a second-degree algebraic équation.

*> See S£c. 46 on the geometrical meaning of the quan t i ty  b.



centre of the hyperbola. The straight line F'F intersects the 
hyperbola at two points A (-fa, 0) and A' (—a, 0). These 
points are the vertices of the hyperbola. The segment 
A'A —2a (and also frequently the straight line A'A) is called 

the real ( transverse) axis of the hy­
perbola

The straight line Y'Y does not 
intersect the hyperbola. Nevertheless, 
it is customary to lay off on this 
line the segments B ' 0 = 0 B = b  and 
call B 'B = 2 b  (and also Y'Y) the ima- 
ginary (conjugate) axis of the hyper­
bola.

Since AB1 =  OA* +  OB* =  a * + 5*,
it follows from (7), Sec. 43, that 
A B = c , i.e. the distance from a vertex 
of the hyperbola to the end of the con­
jugate axis is equal to half the focal 
length.

The conjugate axis 2b may be greater than (Fig. 45), less 
than (Fig. 46), or equal to (Fig. 47) the transverse axis 2a. 
If the transverse and conjugate axes are equal (a =  6), then 
the hyperbola is termed equiangular, équilatéral, or rectangular.
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The ratio =  -— of the focal length to the transverse
axis is called the eccentricity of the hyperbola and is denoted 
b y e [cf. (9), Sec. 41)]. Because of (3), Sec. 43, the eccentri­
city of the hyperbola is greater_than unity. The eccentricity 
of an équilatéral hyperbola is V  2.
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The hyperbola lies coinpletely outside the strip bounded 
by the straight Unes PQ and RS parallel toF T an d  distant 
from Y'Y by 0A =  A'O =  a (Figs. 45, 46, 47). To the right 
and left of this strip the hyperbola goes off without bound.

45. Construction of a Hyperbola from Its Axes

On the perpendicular straight lines X'X  and Y'Y  (Fig. 48) 
lay off segments OA — OA' =  a and OB =  OB' =  b (semitrans- 
verse axes and semiconjugate axes). Then lay off the segments 
OF and OF' equal to AB . The 
points F' and F are foci [according 
to (7), Sec. 43]. Take an arbitrary 
point K on the extension of the 
segment A'A. From F draw a circle 
of radius r =  /4/C. From F' describe 
a circle of radius r' =  A'K=2a-{-r.
These circles will intersect in two 
points M, AT; note that by constru­
ction F'M—FM =  2a and F'M' —
—FM' =  2a. By the définition given 
in Sec. 43, the points Af and M' lie 
on the hyperbola. By varying r we get other points on the 
“right” branch. Similarly, we can obtain points on the “leftn 
branch.

46. The Asymptotes of a Hyperbola

For \k \  < -—, the straight line y =  kx (it passes through 
the centre O of the hyperbola) intersects the hyperbola in 

two points D \ D (Fig. 49) which 
are symmetric about O. But if
| k | ^  ~ , then the straight line
y =  kx (E'E in Fig. 50) has no
common points with the hyperbola.

The straight lines y =  — x and 

y =  —  « (U'U and V'V in Fig. 51), 

for which I k I =  ~ , hâve the fol-» 1 a
each line when extended intlefini- 

tely approaches indefiriitely near to the hyperbola.
lowing unique property:

Fig. 48
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More precisely: if the straight line Q'Q, parallel to the 
axis of ordinates, is mode to recede to an infinité distance 
from the centre O (to the right or to the left), the line 
segments QS, Q'S' between the hyperbola and each of the 
straight Unes U'U, V'V become small without bound.

Fig. 50 Fig. 6!

The straight lines y — and y =  — —x are called the
asymptotes of the hyperbola.

The asymptotes to an équilatéral hyperbola are mutually 
perpendicular.

The geometrical meaning of the con]ugate axis. Through 
the vertex A of a hyperbola (Fig. 51) draw a straight line 
VL  perpendicular to the transverse axis. Then the segment

VL  (of this straight line) bet­
ween the asymptotes to the 
hyperbola is equal to the con- 
jugate axis B'B =  2b of the 
hyperbola.

47. Conjugate Hyperbolas

Two hyperbolas are called 
conjugate (Fig. 52) if they hâve 
a common centre O and com- 
mon axes, but the transverse 

axis of one is the conjugate axis of the other. In Fig. 52, 
A'A is thè transverse axis of hyperbola /  and the conjugate 
axis of hyperbola / / ,  B'B is the transverse axis of hyperbola 
I l  and the conjugate axis of hyperbola /.

Fig. 52

[) Asymptote is from the Greek meaning “not meeting."
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£f__ î _ __«
a* b*

is the équation of one of the conjugate hyperbolas, then the 
other one is given by the équation

Conjugate hyperbolas hâve common asymptotes (U'U and 
V'V in Fig. 52).

48. The Parabole

Définition. The parabola (Fig. 53) is the locus of points 
(M) équidistant from a given point F and a given straight 
line PQ :

FM =  KM  (1)

The point F is called the focus,*) and the straight line 
PQ the directrix of the parabola. The distance FC =  p from 
the focus to the directrix is the para- 
meter of the parabola.

For the coordinate origin, take 
the midpoint O of the line FC so that

CO =  Of =  \  (2)

The straight line CF will be the axis 
of abscissas and the positive direction 
will be from O to F.

We then hâve: F Ç- , 0^ f KM =

=  KD +  D M =  -t + x and (Sec. 10) Fig. 63

FM =  j / r +  Because of (1), we hâve

V  T +* <3)

*) After reflection from a parabola. a parallel beam of rays per- 
pendicular to the directrix will become a central beam with centre 
in the focus. See footnote on p. 60.
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On élimination of the radical sign, we get the équivalent 
équation

y2= 2p* (4)
This is the standard canonical équation of the parabola.
The équation of the directrix PQ (in the same System of

coordinates) is x + y  = 0 .
The parabola is symmetric about the straight line FC 

(the x-axis in our coordinate System). This line is termed 
the axis of the parabola. The parabola passes through the 
midpoint O of the segment FC. The point O is called the 
vertex of the parabola (which we took for the coordinate 
origin).

The parabola lies entirely on one side of the straight 
line Y'Y (tangent at the vertex) and goes off to infinity on 
that side.

49. Construction of a Parabola from a Glven Parameter p

In Fig. 54, draw a straight line PQ (the directrix) and 
at a given distance p =  CF from it take a point F (the focus).

The midpoint O of CF will be the 
vertex and the straight line CF will 
be the axis of the parabola. On the ray 
OF take an arbitrary point R and 
through it draw a straight line RS  
perpendicular to the axis. From the 
focus F as centre describe a circle of 
radius CR. It will intersect RS  in two 
points M and M'. M and AT belong 
to the sought-for parabola, since it is 
given (see définition, Sec. 48) that 
FM =  CR =  KM. By varying the posi­
tion of the point R we obtain other 
points of the parabola.

50. The Parabola as the Graph of the Equation
y =  fljr2 +  6jr +  c

' The équation
x2 =  2py (1)

represents the same parabola as the équation y2 =  2px (cf. Sec. 48), 
only in this case the axis of the parabola coincides with the
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axis of ordinates; the origin, as before, coïncides with the 
vertex of the parabola (Fig. 55). The focus lies in the point
F (O, ^he directrix PQ is given by the équation

< / + T = ° -

If for the positive 
direction FO (Fig. 56) 
the parabola wili be

— x2 =  2py (2)

(see Fig. 56, where the 
coord inate axes hâve 
the customary direc­
tions). Accord mgly, the 
graphs of the functions

direction of the y-axis we take the 
fnstead ot OF, then the équation of

y — ax% (3)
are parabolas which 
are concave up when 
a > 0 and concave down 
when a < 0. The smal- 
ler the absolute value

of a ^in Fig. 57 we 
hâve a =  2, a =  ±  1,

û = ±  T '  B— r ) - the
doser the focus to the 
vertex and the more 
spread out the para­
bola is. Fig. 57
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Graphically, any équation
y — ax2 -J- bx +  c (4)

is depicted by the same parabola as the équation y =  ax2 
^for both parabolas the distance from the vertex to the

focus is equal to
Both are concave in the same

Y
A

Fig. 50

direction. But the vertex of parabola (4) lies in point A (Fig. 58) 
with coord inates

xA =  0P  =  - ± ,  yA =  P A = i ^ f .  (5)

and not at the origin.
Example. The équation

v —— r * 2+  t * — r  (4a)

( a  =  — i- ,  b =  JL , c =  — _L  ̂ (Fig. 59) represents the same

parabola as the équation y = ---- —x2. The vertex lies in
point A with coord inates

b 3 4ac— b1 1 /c  \
XA~~  2a” T  ’ y A ~  4o “  Ï 6

The focus is located below the vertex at a distance

T = n r i =1  
Consequently, the coord inates of the focus are
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Note /. The formulas (5) need not be memorized. The 
following device may be used to compute xAt y A. Rewrite 
équation (4a) as

JH -t  = - - - ( ^ - 3*) (6)
Q

Complété the square in the brackets by adding ~ . To 
1 9  9

compensate, add — T * T ==“"Ï6 to *he left-hand side. 
This yields

Eq. (7) takes the form

/  —  T *'*
if we perform a translation of the axes 
(Sec. 35):

y ' = y — T t . x' = * — y  (9)

The vert ex of the parabola (i. e.,
the point jc' =  0, y ' =  0) has the coord i-

i 3 inatesx==T , y =  •

Note 2. The general formulas (5) may 
be derlved from (4) by the same technique as 
was used in Note 1 with respect to Eq. (4a). 

Note 3. The équation x=ay*+by+c  is
a parabola (Fig. 60) with vertex at the point

/ 4 o c -  b* b \
^ 4fl ’ 2a J

its axis is parallel to the x-axls; lt is concave to the right if a >  0 
and to the left if a <  0.

5 1 . The D irectrice* of the E llipse  
and of the H yperbole

(a) Directrices of the ellipse. Let there Le given an ellipse 
(Fig. 61) with major axis A'A =  2a and eccentricity (Sec. 41)

=  Let e £  0 (i. e., the ellipse is not a circle).
On the major axis, lay off from the centre O of the ellipse
the segments OD =  OD/ equal to ~  (i.e. OD:OA =  OA:OF).
The straight Unes PQ t P'Q', which pass through D and D \
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respectively, and are parallel to the minor axis, are called 
the directrices of the ellipse.

With each of the directrices we associate the focus of the 
ellipse which lies on that side of the centre; for example, 
focus F is associated with directrix PQ, focus F' with di- 
rectrix P'Q'. Then, for any point M of the ellipse the ratio 
of its distance front the focus to the distance front the cor- 
responding directrix is equal to the eccentricity e:

MF : MK =  MF' : MK' =  e (1)
Since for the ellipse e < 1, any point of the ellipse is doser 
to a focus than to the correspond ing directrix.

If the major axis of an ellipse remains the same and the 
eccentricity tends to zéro (i. e. the ellipse differs from a circle 
less and less), the directrices move off an infinité distance 
from the centre.

The circle has no directrices.
(b) Directrices of the hyperbola. Let A' A (Fig. 62) be the

transverse (real) axis of a hyperbola and let e = ^  =  -—be 
its eccentricity (Sec. 44). Lay off

O D =O D '=—e
(i.e . OD:OA =  OA:OF). The straight lines PQ, P'Q' that 
pass through D and D' respectively and are parallel to the 
conjugate axis are called directrices of the hyperbola. For any 
point M of a hyperbola the ratio of the distance of M to a 
focus to the distance to the corresponding directrix [see 
Item (a)] is equal to the eccentricity, or

MF:MK =  MF':MK' =  e (2)
Since e > 1 for a hyperbola, any point of a hyperbola is d o­
ser to a directrix than to the associated focus.
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62. A General Définition of the Ellipse, Hyperbola and Parabola

AU ellipses (except circles), hyperbolas and parabolas hâve the 
property that for each of them the following ratio is invariant 
(Fig. 63):

FM-.MK  (■)
where FM  is the distance from an arbitrary point M to a given point 
F (focus), and MK  is the distance of M to a given straight line PQ  
(directrix).

For the ellipse (Fig. 64) this ratio is less than unity (it is equal 
to the eccentricity of the eliipse —  ; cf. Secs. 41, 51) For the hyper­
bola (Fig. 65) it is greater than unity (it is equal to the eccentricity
of the hyperbola cf. Secs. 43, 51); a
for the parabola (Fig. 66) it is unity 
(Sec. 48.).

F ig .  66

Conversely, every line having the indicated property is either an 
ellipse (if FMiMK <  1), or a hyperbola (if F M : M K >  1). or a para­
bola (if FAf:Af/(= 1). Therefore, this property may be taken as the 
general définition of an ellipse, hyperbola, and parabola, and the 
invariant ratio F M iM K = e  is called tne eccentricity. The eccentricity  
of the parabola is equal to unity, that of the ellipse e <  1, that of 
the hyperbola c >  1.

By specifying the eccentricity e and the distance F C = d  from a 
focus to its directrix we fullv de fine the size and shape of an ellipse, 
hyperbola and parabola. if for a given 6 we vary d,  then ail the cur- 
ves will be similar.
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The chord R R '  of an ellipse, hyperbole or parabola (Figs. 64, 
65, 66) passing through a focus F perpendicular to the axis FC 1s 
called a latus rectum and is denoted by 2p:

RR' = 2p (2)
The quantity p=F R =F R ' ( i.e . half the length of the latus rectum) 
is called the parameter of the ellipse, hyperbola or parabola. It is 
connected wlth à by the relation

p=de (3)
so that for the parabola (e = l)

p = d  (3a)
The vertices of ellipse, hyperbola and parabola (A in Figs. 64, 

65, 66) dlvide the segment FC in the ratio FA:AC =e.  The second 
vertex of the ellipse and hyperbola (A ' in Figs. 64, 65) divides FC

Fig. 68

In accordance with this new définition, the ellipse, hyperbola and 
parabola are represented by a single équation. Taking the vertex A 
(Fig. 67) for tne origin and letting the ray AF  be the axis, this 
équation takes the form

i/* = 2 p jc -(l-e l)x* (4)
where p is the parameter and e the eccentricity.

Near a vertex, the parabola even in shape differs but little from 
an ellipse and a hyperbola with eccentricity close to unity. Fig. 68 
depicts an ellipse with eccentricity e= 0 .9 , a hyperbola1) with eccen­
tricity e = l . l  and a parabola (e = l)  ail having a common focus F 
and a common vertex À.

The semlaxes a, b and the semifocal length c of the ellipse and 
hyperbola are expressed in terms of e as follows:

The doser e is to unity, the farther the second vertex of the 
ellipse and hyperbola (and also the entlre second branch of the hyper­
bola) is from the first vertex.
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Ellipse - r f e b-  p 
V 1 - e 2

Hyperbola - i é r Ve* - 1

In ail three cases, the distance 6 = AF  from focus F to vertex A 
is expressed by the formula

. de p 
l + e “  1+e (5)

53. Conlc Sections

The ellipse, hyperbola and parabola are called conlc sections (co- 
nies) since they are obtainable on the surface of a circular cône (also

on the surface of a noncircular 
cône) at thé Intersection with a 
plane P that does not pass thro- 
ugh the vertex of the cône. The

Fig . 70 Fig. 71
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surface of the cône is visuallzed as extending indefinltely from the 
vertex in both directions.

If the plane P is not parallel to any generatrix  of the cône 
(Fig. 69), the conic section is an ellipse. *)

If the plane P  is parallel to only one of the génératrices of the 
cône (K K ‘ in Fig. 70), then the conic section is a parabola.

If the plane P  is parallel to two génératrices of the conef/CK' and 
L L ' ln Fig. 71), then the conic section is a hyperbola.

If P passes through the vertex of the cône, then in place of an 
ellipse we get a point, in place of a hyperbola we hâve a pair of 
intersecting straigh t Unes (Fig. 72), and in place of a parabola, the 
straight line of tangency of plane P to the cône (Fig. 73). This line 
may be regarded as two Unes merged into one.

54. The Dlameters of a Conic Section

The m idpoints of parallel chords of any conic section lie on a 
single straigh t line called the diameter of the conic. To every d i­
rection of the parallel chords there corresponds a diam eter (coniusate  
to the glven direction). Fig. 74 depicts one of the dlam eters u 'u  of

l) The ellipse can also be a circle. On a circular cône, circular 
sections are formed only by planes parallel to the base, whereas a 
noncircular cône has in addition a famlly of circular sections.

F ig . 72 F ig . 73
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an ellipse. On it lie the m idpoints / ( , ,  /Ci, . . .  of tlie parallel chords 
AfjM*. . . . .  The locus of these m idpoints is the segment V L
of the diam eter U 'U .

Fig. 75 shows a diam eter U 'U  of a hyperbola correspondlng to 
parallel chords A IjA f'. M ,M ',e tc . I t contalns the m idpoints /Ci #C*. ... 
of these chords The locus of the points /C«, K t, . . .  is a pair of rays 
V U ' and LU.

Note. In elem entary geometry the diam eter of a circle is a line  
segment (the largest chord). In analy tic geometry, the term “diam e­
ter” is also sometimes used to dénoté the segment LL ' (Figs. 74, 75). 
It is more usual, however, to use th ls term to dénoté the entlre  
line U U '.

55. The Dlameters of an Ellipse

AU the diam eters of an ellipse pass through its  centre.
The diam eter correspondlng to chords parallel to the minor axis is 

the major axis (Fig. 76). The diam eter correspondlng to chords pa- 
rallel to the major axis is the m inor axis.

To chords w lth slope k ( k ^ O )  there corresponds a diam eter 
y = k tx, where k t is determ ined from the relation

Fig. 74 Fig. 75

I. e.
H)

( la )

Example 1. The diam eter U'U  of the ellipse

(Fig- 77), which corresponds to chords w lth slope , 1s glven
by the équation y = k tx; the value of k t 1s found from the relation 

*! = — so th a t the équation of the diam eter U 'U  U
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Example 2. The dlam eter V'V (Fig. 77) of the same ellipse, whlch 

corresponds to chords w lth slope , is given by the équation

If the diam eter U'U  of the ellipse bisects the chords which are 
parallel to the diam eter V'V, then the diam eter V'V always bisects the 
chords parallel to the diam eter U 'U .

Example 3. The diam eter { /= - - - x  of the ellipse 

(cf. Examples 1 and 2) bisects the chords parallel to the diameter 

y = ~  x. In turn, the diam eter y = —  x bisects the chords parallel to
g

the diam eter y = - —  x.

Diameters such that each one bisects the chords parallel to the 
other one are called conjugate diameters.

Two diam eters conjugate to one another and m utually perpendicu- 
lar are termed principal diameters. In the circlë, any diam eter is the 
principal diam eter. The ellipse which differs from a circle has only 
one pair of principal diam eters: the major axis and m inor axis.

The slopes of the nonprincipal conjugate directions hâve [in accor­
dance with (la)] opposite signs; i. e. two conjugate diameters of an 
ellipse belong to different pairs of vertical angles formed by the axes 
(in Fig. 77, the diam eter V'V lies in the second and fourth quadrants, 
while U'U  lies in the first and third quadrants). The diam eter U'U  
and the conjugate diam eter V'V ro tate  in the same sense.

56. The Diameters of a Hyperbola

Ail the diam eters of a hyperbola pass through its centre.
The diam eter corresponding to chords parallel to the conjugate 

axis (Fig. 78) is the transverse axis (the locus of m idpoints of chords 
is the pair of rays A 'X ' and A X ); the diam eter corresponding to 
chords parallel to the transverse axis (Fig. 79) is the conjugate axis 
(the m idpoints of chords ftll the Y 'Y  axis completely).
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As in the case of the ellipse, in the case of the hyperbole the 
slope k of parallel chords (k 0) and the slope k t of the corresponding 
diam eter are connected by the relation

k k t =e*— 1 O)
However, the relation ( la ). Sec. 55, is replaced by the relation

(lb)

î l
9

is glven by

Example 1. The diam eter U'U  of the hyperbola -----^ -= 1

(Fig. 80), whlch corresponds to chords w ith slope * = i p ,
the équation y = k xx\ the value of 
k x is determined from the rela-

4
tion k k x= - ^ t so that the équa­
tion of the diam eter U 'U  is 

2
y=T x-

Example 2. The diam eter V'V 
(Fig. 80) of the same hyperbola, 
corresponding to chords w ith  slope 

2
is given by the equa-

.. 10
tion y = Y x -

If the diam eter U'U  blsects 
chords parallel to the diam eter

Fig. 80

V'V , then V'V w ill always bisect 
chords parallel to U 'U . Two such dlam eters are termed con/ugate.

Each hyperbola has only one pair of principal (i. e. conjugate and 
m utually  perpendicular) dlam eters: the transverse axis and the conju­
gate axis.

if the slope of the parallel chords is gréa ter in absolute value than 
the slope of the asym ptote, i. e.
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(  see Example 1, where —  = - |- Y  then the k>cus of the midpoints
V a 3 /
of the chords is a pair of rays {L'U' and LU). But if

(see Example 2), then the m idpoints of the chords fill the diam eter 
(V'V in Fig. 80) completely. Of two conjugate diam eters, one always 
belongs to the first type, the other to the second.

Note / .  The slope of parallel chords cannot be equal, in absolute
value, to — , for the stralgh t Unes y = ±  — x  (asymptotes) do not ln- a a
tersect the hyperbola, and the straight Unes parallel to the asym ptote 
intersect the hyperbola a t only one point.

According to ( lb ), the slopes of the nonprincipal conjugate direc­
tions hâve the same signs; i. e. two conjugate diameters of a hyper­
bola belong to one and tke same pair of vertical angles formed by the 
axes.

Contrariw ise, w ith respect to asym ptotes, two conjugate diame­
ters belong to different pairs of vertical angles.

Note 2. When the diam eter U 'U  of a hyperbola 1s rotated, the 
conjugate diam eter V'V ro tâtes In the opposite sense. W hen, in the 
proceSs, U'U  approaches one of the asym ptotes w ithout bound, V'V 
unboundedly approaches the same asym ptote. We therefore say tha t 
an asym ptote is a diam eter conjugate to Itself. This sta tem ent is, 
stric tly  speaking, not true because an asym ptote is not a diam eter 
(cf. Note 1). Aside from the asym ptotes, any straight line passing 
through the centre of the hyperbola is one of its  diam eters.

57. The Diameters of a Parabola

AU the d iam eters of a parabola are parallel to its axis; see Figs. 
81 and 82 (the locus of m idpoints of parallel chords of the parabola is 
the ray LU).

Fig. 81 Fig. 82

The diam eter corresponding to chords perpendicular to the axis of 
the parabola is the axis itself (Fig. 83).
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The diam eter of the parabola yl = 2pxt whlch corresponds to chords 
with slope k (k 0), is given by the équation

(the greater the inclination of the chord to the axis, the farther ls the 
diam eter from the axis). *)

Ex ample. The diam eter of the parabola w*=2px, which corresponds 
to chords inclined to the axis a t an angle ot +45° (A = 1 ) is given by 
the équation y= p; in other words, its  distance from the axis A X

Fig. 83 Fig. 84

(Fig. 84) is equal to half the latus rectum FR  (Sec. 52). This means 
the diam eter cuts the parabola a t the point R  above the focus F.

AU straight Unes parallel to some diam eter of a parabola eut the 
parabola a t only one poin t. T hat is why the parabola does not hâve 
conjugate diam eters.

68. Sacond-Order Curves (Quadrlc Curves)

The ellipse-(the circle, as a spécial case), the hyperbola, 
and the parabola are second-order (or quadric) curves; i. e. 
in any System of cartesian coordinates they are defined by 
second-degree équations. However, not every second-degree 
équation represents one of these curves. Itmayhappen that an 
équation of the second degree represents a pair of straight 
lines.

Example I. The équation

4jc* — 9ya= 0 (O

l) The slope of any diameter of a parabola is zéro, i. e. lt satis- 
hes the équation fc * .= e * - l, which holds (Secs. 55, 56) for the ellipse 
and the hyperbola (for the parabola e = l ) .
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which décomposés into two équations 2x—3y=0  and 2x +  3y=0, 
represents a pair of straight linés which intersect at the origin. 

Example 2. The équation
x2 — 2xy +  y2 — 9 = 0  (2)

which décomposés into the équations x —y + 3 = 0  and x — 
— y —3 = 0 , represents a pair of parallel straight lines. 

Example 3. The équation
x2 — 2 x y + y 2= 0  (3)

or (x—y)2 = 0, represents a single straight line x —y = 0; but 
since the binomial x —y enters into the left hand side of (3) 
twice as a factor, we can take it that (3) represents two co- 
incident straight lines.

An équation of the second degree can also represent a 
single point.

Example 4. The équation

*, + T » , = 0 (4)

has only one real solution, namely x = 0 , y = 0, which repre­
sents the point (0, 0). Incidentally, (4) can be decomposed
into two équations x - \ - - j i y = 0, x —~ iy = 0 w it h  imaginary
coefficients. For this reason, (4) is said to represent a pair 
of imaginary straight lines intersecting in a real point.

Finally, it can happen that an équation of the second 
degree does not represent any locus at ail.

Example 5. The équation

=  1 ( 5)

does not represent either a line or a point because the qu- 
antity +  cannot hâve a positive value. However, be­
cause of the externat similarity between (5) and the équation 
of the ellipse, équation (5) is said to represent an imaginary 
ellipse.

Example 6. The équation
x2—2 x y + y 2 +  9 = 0  (6)

likewise fails to represent either a curve or a point. But since 
it décomposés into the équations x —y-\-3i = 0 and x —y —3t=0, 
we say (cf. Example 2) that (6) represents a pair of imagi­
nary paraliel straight lines.
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Conic sections and pairs of straight Unes exhaust ail the 
curves that can be defined by second-degree équations in a 
cartesian System of ccordinates. Thus, the following theorem 
is valid.

Theorem. Any curve of the second order (quadric curve) is 
either an ellipse, a hyperbola, a parabola or a pair of straight 
Unes ( intersecting, parallel or coincident).

Plan of proof. B y means of a transformation of coord ina- 
tes, the given second-degree équation is reduced to a simpler 
form. We then either obtain one of the canonical (standard) 
équations

^  +  ̂ = ± 1  (ellipse, real or imaginary),

~ = 1  (hyperbola), y* =  2px (parabola)

or we find that the second-degree équation may be decompo- 
sed into two first-degree équations. At the same time we find 
the dimensions of the second-order curve and its position 
relative to the original System of coordinates (for example, 
fof an ellipse, the lengths of the axes, their équations, the 
position of the centre, etc.).

These transformations are given in full in Secs. 61 and 62.

59. General Second-Degree Equation

The general équation of the second degree is usually writ- 
ten as

Ar* +  2Bxy~\-Cy2 +  2D x+2Ey-\-F=Q  (1)

The désignations 2B, 2D, 2E (instead of B, D, E) are intro- 
duced because many formulas employ half-coefficients of xyt of 
x and of y. This notation dispenses with fractional expressions. 

Example 1. For the équation
x2 +  xy—2y2 +  2x +  4y +  4 =  0

we hâve
-4 =  1, B = -  , C = —2, 0 = 1 ,  £ = 2 ,  F = 4 

Example 2. For the équation 2 x y + x + 5 = 0  we hâve 
-4= 0 , B =  1, C = 0 , D = - - , £ = 0, F = 5

Note. The quantities A, B, C, D, £ , F may take on any 
values so long as A, B, C are not ail equal to zéro at once, 
for then (1) would be an équation of the first degree.
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60. Slmpllfylng a Second-Degree Equation.
General Remarks

Transformation of the second-degree équation
Ax2 +  2Bxy +  Cy2-\-2Dx-\-2Ey +  F = 0  (1)

to one of the elementary forms (see Sec. 58) will be done as 
follows 1):

(a) Preliminary transformation. la  this way we eliminate 
the term containing a product of the coordinates (this is 
achieved by rotating the axes; see Sec. 61).

(b) Final transformation. Here we get rid of terms contai­
ning first (tegrees of the coordinates (this is attained by a 
translation ôf the origin; see Sec. 62).

61. Preliminary Transformation 
of a Second-Degree Equation

(If B = 0, this transformation becomes unnecessary.)
Tum the coordinate axis through an angle a  which satis- 

fies the condition2)
2 B

tan 2 a = x = c  (2)

The transformation formulas will be (Sec. 36)
x = x '  cos a  —y' sin a, y —x’ sin a-\-y f cos a  (3)

The terms involving x'y' cancel out, 8> and the new équation 
takes the form

A x * * +  Cly*  +  2 D'x' +  2 E'y' +  F' = 0 (4)

Example 1. Given the équation
2*2—4xy +  5y2—x + 5 y —4 = 0  (la)

*) The method presented here is not the fastest. bu t i t  has the 
advantage of not requiring any aux iliary  theorems. A faster method 
is given in Secs. 69 and 70.

*) If A =C ^ th e  quan tity  A _ c  becomes in fin ité^ , then (see

Sec. 21, Note) 2 a = ±  90°, or a = ± 4 5 ° .
•) The coefficient of is of the form

2B/ =  (C -  A) 2 sla a  c o s a + 2 B  (cos* a - s i n 1 a ) »
= (C -  A) sin 2 a + 2 B cos 2a

This coefficient is equal to zéro by v irtue  of (2).
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Here, >1 =  2, B = —2, C =  5, D =  — — , £ = - - .  f  =  —4- 
From Condition (2) we find

tan 2 a = f |  =  - j  (2a)

If the angle 2a is taken in the first quadrant (2a «  53°8', 
a  «  26°34'), we obtain

1 3cos 2a =  

s i n o = - | / rE ^ O “
^ l  + tan«2a 5 

1
/ r

____  /  1 + cos 2a
c ° s a = y  — j— = V b

Formulas (3) take the form

x = — x' — -  y'
VT

y = Ï I x' + 7 i ï

Putting this into (la), we get a new équation: 

*'l + 6 y ', +  ̂ * '  +  i l j , ' - 4 = 0

(3a)

(4a)

where
>T =  1, B '= 0 , C '= 6 , D '= — , £ ' = - y ^ ,  F ' = —4

2 / 5  2 / 5

If an angle 2a is taken in the third quadrant (2a «  233°8/, 
a  «  116°34') then we get in similar fashion the équation

<*'* +  . , ' * + ^ * ' - ^ ' - 4  =  0
where
A ' = 6, B' =  0, C '= l ,  D' =  -4 U - .  £ ' = ----- —  . £' =  — 4

2 / 5  2 / 5

Example 2. Given the équation
x * + 2 x y + y * + 2 x  +  y =  0 (lb)

Here
>1=1, B =  1, C = l ,  D =  1, f  =  4 >  £ = 0  

Since >4 =  C, it follows (see footnote No. 2 on page 86) that
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we can take a  =  45°. Substituting into (lb) the expressions

x = x '  cos 45°—y'  sin 4 5 °  =  (x‘—y ’), '
i (3b)

y = x ’ sin 45° +  y' cos 45° =  —  (x '+ y ')
>

we find

* * ' ' + W x' - Ï T y , = Q  (4b)
Here

A' = 2 , B '= 0 , C '= 0 , D' =  —l = ,  E ' = ------ l— , F’= 0
2 V2 2V2

If we take a  = —45°, then we get

2 y ' * + ^ x ' + ^ y ' = 0  (4b0
Here

A’ =  0, B '= 0 , C' =  2, E ' = —^— , F = 0
2 V̂2 2 K2

Example 3. Given the équation
2xa—4xy-{-2y2-\-8x—Sy— 17 =  0 (le)

Since A =  C, it follows that we can take a  =  45°. Substitu­
ting into (le) the expressions (3b), we find

4y'*—8]/~2y'— 17= 0  (4c)
Taking a =  -4 5 ° ,  we get

4x/» +  8‘Kr2x' — 17= 0  (4c')

62. Final Transformation 
of a Second-Degree Equation

One has to distinguish two cases:
(1) not one of the coefficients A \  C' in the équation

A V a +  C'y'*+ 2  D'x' +  2 E'y' +  F' =  0 (4)
is zéro (as the case in Example 11;

(2) one of the coefficients A ,  C' is zéro (as in Examp- 
les 2 and 3).*> * 4

*) The coefficients A ‘ and C' cannot both be zéro, otherwise Eq.
(4) would be of degree one.
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Gase 1. The équation
A V* +  C'y'2 +  2 D'x' +  2 E'y' +  F' =  0 (4)

is transformed as follows: adjoin the term —-  to the sum

A'x'* +  2D’x’ =  A' ( x '2 +  2 - r,x '^  to yield 4 ' 

adjoin the term —  to the sum C,y'* +  2E,y' to yield 

C '( y / + —î ) 8. To compensate, add ^ r  +  ̂ r- to the right- 
hand side of (4). The resuit is an équation of the form

A' ( x' + T y + c' ( y ' + ^ y = K'
where n*2 p'2

Carry the origin to the point Ç— —^7  ̂ , which amounts
to transforming the coordinates (Sec. 35) by the formulas

, ~ D' , — E ' //jv
* = • * —■y .  y  <6)

This yields the équation
A’x2 +  C’y2 =  K (A' ï  0 , C  £  0) (7)

If K' ?= 0, then we divide the équation by K' to get

I I
f£
A'

(S)

K ' K(a) If both quantifies -^7 , ^ 7  are positive, we hâve an 
ellipse.

K* K'(b) lf both quantifies ^ 7 , ^ 7  are négative, we hâve an
imaginary ellipse (cf. Example 5, Sec. 58).

(c) If one of the quantifies (which one is immaterial) is 
positive and the other négative, then we hâve a hyperbola.

But if /C' =  0, then équation (7) is of the form

A'x2 +  C'y2 = 0 (7')
Two cases are possible: _

(d) If A' end C' hâve different signs, then A'x2-\-C’y2 
may be decomposed into first-degree (linear) factors as a di­
fférence of squares. The coefficients of both factors are real
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and we hâve a pair of intersecting straight lines (cf. Examp­
le 1, Sec. 58). _ _

(e) If A' and C' hâve the same sign, then A'x* +  C'lj'2 
also décomposés into linear factors, but both factors conta in 
terms involving imaginary coefficients and we hâve a pair of 
imaginary intersecting straight lines, i. e. a single real point 
(cf. Example 4, Sec. 58).

Example 1. After rotation of the axes, Eq. (la) of Examp­
le 1, Sec. 61, was brought to the form

,'» + 6ÿ' 2 + - ± r , ' + - i - y ' - 4 = 0  (4a)

This équation can be written as

/* ' i 3 ' t * . * / , , ' .  •1 \2  _ /  3 \1  ,
\ x + 2VT J ‘ V* 1 \2VÏ J \ 2 V s  J ^

) ’ + <
(5a)

or

(
11 \2  131

i 2 / r j  “ 24

Going over to the new System with origin at the point

(  3 • -------- . via the formulas
V 2VS 12K5 J

x’= x ----- 2— , y':
2/5

11
~ y 12 /s" (6a)

we hâve
x2-\~6y2= 131

24 (7a)
or

Od
| H

 1 

+ =  1 (8a)

24 144

The équation under study represents an ellipse with semiaxes 

a = j /  ̂  »  2.3, j | |  w 1.0. In Fig. 85 (where OE is
the scale unit) a= O M , b = 0 ’B.

The centre of the ellipse is at the point 0' with coordi- 
nates x = 0 ,  y = 0. 'Using formulas (6a) we find the coord i*
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Fig. 85

nates of the centre in the intermediate System X'OY':
3

y = -

2Vf>
i l

In Fig. 85,
12V 5

** —0.7,

; —0.4

x' =  O P\ y ’ =  P'0'
Using formulas (3a), Sec. 61, we find the coordinates of the 
centre of the original System XOY:

*cen = 7 F  ( ~ l v T  ) ~ V T  (  Ï2VT )  =  "
3

l/cen = J _  ( _____________________ü — =  — L « _ o 7
y 5 v 2 V5  ) ' y 5 v 12^5  /  3

ln Fig. 85. xcen =  OP, yctn= P O ' .
Let us find the équations of the axes of the ellipse in the 

original System. In the System X O ' Y  the major axis is rep- 
resented by the équation y = 0, in the System X ' O Y '  the 
same axis [by virtue of the second équation in (6a)] is given
by the équation y#= — ■ .

Solving the System (3a) for y \  we find 

x ' = J — x 4 - — u,
v r  ^ v r  y '

y ' = w y ~ w x
We only need the latter of these équations; putting y ' = — 
— 1 2 ŸT  *n ^ WC ^  the équation of the major axis in the
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System XOY\ namely,
2 ____l  _  11

Vs y Vs x ~  nv'T
or

\2x—2 fy— 11 = 0  
In the same way we find the équation of the minor axis: 

4x +  2t/ +  3 =  0
Case 2. One of the coefficients A', C’ is zéro. Eq. (4) is 

of the form
A'x,% +  2D V  +  2E'y' +  £ ' = 0  (9)

°F C'y'* +  2D'x' +  2E'y' +  F ' = 0  (9')

Let us consider an équation of the type (9) [for équations 
of type (9') the calculations are the same but x' and y' are 
interchanged].

(a) If £ ' ^  0, then Eq. (9) may be solved for y'\ this 
yields

( 10>

We hâve a parabola. The coordinates of the vertex are de- 
fined by the formula (5), Sec. 50, for

A'  . D' F’
Q~~ 2E' * b~~ E' ’ 2E '

(b) If £ '= 0 ,  then Eq. (9) is of the form
A'x/2 +  2D'x' +  F '= 0  (11)

Factoring the left-hand side of (11) into linear factors, we get1)

( 12)
For D/2— A'F' > 0, Eq. (12) [and hence, (11)] represents a 
pair of parallel Unes, for D'* — A'F’ < 0, a pair of imaginary 
parallel Unes, and for D'*— A'F' =  0, two coincident straight 
Unes (Sec. 58, Examples 2, 6, 3).

*) The quan titles  
roots of Eq. (11).

V D ' * -  A 'F '  -  D' 
A' and “ V D '2-A'F'-D' 

A' are
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Example 2. After a rotation of the axes through an angle 
of 45°, Eq. (lb), Example 2, Sec. 61, was transformée! to

2xft 4-
Y  2 Y  2

y'=o

Solving for y \  we get
y'  = 2 Y  2x/t+ 3x '

(4b)

(1 0 b )

Equation (10b) [and, hence, (lb) as well] represents a parabola 
(Fig. 86); the coord inates x \
y' of its vertex A are found 
from formulas (5), Sec. 50:

Xa —— — %=■ W— 0.5,

y a =

4 y  2
9 — w —0.8

8 ÿ  2
The coord inates of the 

vertex may be found without 
resorting to formulas (5), Sec.
50 (see Sec. 50, Note 1).

Using formulas (3b), Sec. 61, we find the coordinates of 
the vertex in the original System:

XimX l W- ^ y i ( _________ L + _ L L 1 .

A 2 (X V) 2 {  4 / 2 + 8 / 2 y  >6
I =  t z « 0 -2 .

» * = —  (*' 4 y  2 8 y_____î j \ =
8 / 2 /

L et us find th e  é q u a tio n  of th e  a x is  AU of th e  p a ra b o la . In 
th e  new  System , th is  a x is  is g iv en  by  th e  é q u a tio n

____ 3
4  y ?

Solving Eq. (3b) for x \  y \  we find

x ' = ] Q * ( x + y ) ,
2
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Substituting x' =  -
4 y  2

one is not needed), we obtain 
3

into the first équation (the second

/  2
4 / 2

= - = - s - ( * + y )

or
4x -f- 4y -f-3 = P

This is the équation of the axis of the parabola in the ori­
ginal System.

Example 3. After a rotation of the axes through —45°, Eq. 
(le) of Example 3, Sec. 61, was transformed to

4x'*-|-8 y  2 x '— 1 7 = 0  (4c')
Factoring the left-hand side of Eq. (4c'), we get

5 — 2  y  2

) ( *' +
5 + 2  y  2

) = ° (12c)\  2 )  \"  1 2 
That is, we hâve a pair of parallel lines (UV and U’V  in

Fig. 87):

5 - 2  y  2x’ =  - 2
5 + 2  y  2 (13)

Let us find the équations of the- 
se lines in the XOY System. 
Since the XOY System is obtai- 
ned from X ‘OYf by a rotation 
through + 4 5 ° , it follows that

x ' = X ^ - ( x — i1), y ' = - ^ ( * + y )  (14)

Substituting, into the first of these équations, first one and 
then the other value of (13), we find
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Y  2x — Y  2y—5 + 2 V “2 = 0 ,
Y~2x— Y  2 y + 5  +  2 Y  2 = 0

These are équations of the straight Unes (JVt U'V' in the 
original System.

63. Techniques to Facllltate Simplification 
of a Second-Degree Equation

The method of simplifying second-degree équations given 
in Secs. 61 and 62 has two advantages over other methods: (1) 
it provides a complété classification of second-order curves 
(Theorem, Sec. 58); (2) it is simple in conception and uniform 
in structure. However, this method requires rather tiresome 
computations.

In many cases the computations may be simplified.
1. For second-order curves that can be decompôsed into a 

pair of straight Unes (Sec. 58, Examples 2, 3, 4, 6) it is easy 
to find équations of both lines without resorting to a trans­
formation of coordinates. This method is presented in Sec. 65. 
Sec. 64 gives a décomposition test.

2. A nondecomposable curve of second order may be either 
an ellipse, a hyperbola or a parabola. The ellipse and hyper- 
bola hâve centres, while the parabola does not. It is therefore 
convenient to start simplifying the équations of the ellipse 
and hyperbola by translating the origin to the centre. Wecan 
find out, beforehand, to which of these three types the second- 
order curve belongs. The appropriate test is given in Sec. 67; 
the concept of centre is specified in Sec. 68; Sec. 69 explains 
how to find the coordinates of the centre. A device is explained 
in Sec. 70 for simplifying the équations of the ellipse and 
the erbola.

3 s for the parabola, the method of simplification given 
in Sec. 61 remains the best. Incidentally, the dimensions of 
a parabola (i. e. the magnitude of the parameter p) are readily 
found by means of so-called invariants (see Sec. 66).

64. Test for Décomposition of Second-Order Curves

If a second-order curve

can be decomposed into two (different or coincident) straight 
lines (which can be imaginary as well), then the third-order

Ax2 +  2Bxy +  Cy* +  2Dx +  2Ey +  F = 0 0 )
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déterminant (Sec. 118)

A =
A B D 
B C E  
D E F

(2)

(the major discriminant1)) vanishes. Conversely, if A =  0, then 
line (1) décomposés into two straight Unes.

For the proof see Note 2, Sec. 65.
Exemple 1. In Sec. 61 (Example 3) we considered the 

second-order curve
2x2— 4xy-\-2y2-\-8x— 8^— 17= 0  

( A = 2 t B =  —2, C = 2 , D =  4, £  =  —4, F = —17)

In Sec. 62 (Example 3) it was established that this curve may 
be decomposed into two parallel lines:

y ~ 2 x — V ^ y —5 +  2 / 2 = 0  (3)

Vr 2 j e -y '" 2 y + 5  +  2 / 2 = 0  (4)
Accordingly, the major discriminant A is zéro. Indeed,

+

and

2 —2 4 2 — 4 —2 — 4
A = - 2  2 —4 

4 —4 —17
=  2

7i +  2 4 —17

+  4
—2

4 —4 =  2 • (—50) +  2 • 50 -j- 0 =  0

Example 2. The second-order curve
2x2—4xy +  5y2—* +  5{/ — 4 = 0

A =

since the i

2 —2

—2 5

1 5
2 2

' 2 

2 4

*) The discrim inant A is called major in contrast to the minor 
d iscrim inant described in Sec. 66.
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is not equal to zéro. In Secs. 61,62 (Example 1) it was shown 
that this curve is an ellipse.

Rule for memorizing expression (2). The first row contains 
the letters followed by x in Eq. (1), the second row, the let- 
ters followed by y (either directly or after x), the third row, 
the last three letters.

65. Flndlng Stralght Unes that Constltute 
a Decomposable Second-Order Curve

In order to find the équations of two straight lines which 
together form a decomposable second-order curve

Ax2 +  2Bxy +  Cy2 +  2Dx +  2 E y + F  =  0 (1)
(see Sec. 64 for the condition of décomposition), it is sufficient 
to expand the left-hand side of (l) into linear factors. When 
at least one of the coefficients A , C is nonzero, it is best to 
solve Eq. (1) directly for the square of x or y . The two so­
lutions (they may coïncide) are the two desired straight lines. 

Example 1. The second-order curve
2x2 — 4 x y 2 y 2 +  8x—Sy— 17= 0  (2)

is a decomposable line, since the major discriminant

A =
2

—2
4

—2
2

- 4

4
— 4
— 17

is zéro. Eq. (2) may be solved for either of the letters xt y 
(both enter as squares). Representing (2) as

y*—2 ( x + 2 ) y + ( x * +  4x— — ) = 0

we solve for y and obtain

y =  x + 2 ± * | /  (x + 2 )2— ^x2+  I x - l - ' j

î. e.

One of the straight lines is given by the équation y =  x + 2 +  
+  p L -, the other, by the équation y =  x-f 2 — These 
lines are parallel (cf. Example 3, Secs. 61, 62).
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Example 2. The second-order curve
2x24-7jty — \by2— 10x4-54// —48 =  0 

décomposés, since

—5 27 — 48

(3)

Representing (3) as
\by2 _  (7* 4 - 54) y — (2x2 -  10* -  48 )= 0

we find
7x+54=tV'(7x+54)* + 4 - 15 (2**- 1 0 * -4 8 ) 

y ~  30

The radicand is equal to 169*2+  156* +  36 =  (13* +  6)2. 
Consequently, y = ?x+*4 ±^13x+6> • One of the straight lines

is given by the équation y = 2x̂  , the other by the équation

. These lines intersect in the point  ̂—

Example 3. The curve
10*//— 14x4-15// —2 1 = 0  (4)

décomposés, since
0 5 — 7
5 0 15

2
—7 15

2 -21

Both * and y are linear in Eq. (4), and so we factor the 
left-hand side of (4) and group terms:

\0xy— 14*-f 15^-21 = 2 *  (by— 7) +  3 (5 //-7 )  =
=  (2* +  3) (by—7)

The curve (4) décomposés into the straight lines 2*4-3 =  0 
and by—7 =  0.

Note /. If i4 =  C =  0 we can also solve the équation for * 
or y\ in Example 3 we get (10*4- 15) y =  14*4-21; but it is 
possible to further divide both sides by 10*4-15 only when
10*4-15 is not equal to zéro. We then get y =  + ^s=  

=  0 (2x+3) =  T  an(* e9ua^on °* one straight lines
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is y =  +  i.e . 5y— 7 =  0. When 10*+15 =  0, or * =  ,
the équation (10* +  15) y =  14jc-f-21 is satisfied for any value 
of y ; we thus get the other straight line x — — ^ or 2x +  
+  3 = 0 .

Note 2. The calculations carried out in Examples 1 and 2 
may be performed for any équation of type (1), provided 
C jà 0. Performing these computations in the general form, 
we get as the radicand the quadratic trinomial

(B2 — AC) x2 +  2 (BE—CD) x +  E2—CF (5)
It will be a perfect square if and only if

(BE—CD)2 -  (B2 — AC) (E2—CF) =  0 (6)

After simple transformations we see that the left-hand side of
(6) is equal to CA where A is the major discriminant. Since, 
by hypothesis, C ^  0, the criterion for décomposition is 
A = 0 . When C =  0, but A ^  0, we arrive at the same con­
clusion by interchanging x and y. Such is the proof of the 
criterion (test) in Sec. 64 for the general case. In the excep- 
tional case of A = C  =  0 (and, hence, B ^  0), the left-hand side 
of Eq. (1) is in the form

2Bxy +  2Dx +  2 Ey +  F
We can give this polynomial in the form 2x (By +  D) +  

+  (2Ey +  F). This expression may be factored into linear 
terms only when the appropriate coefficients of the binomials 
By-\-D and 2Ey-\-F are equal or proportional (see Example 3);
i.e . when 2D£ — B F = 0.  However, in the case at hand the

major discriminant A is of the form
0 B D  
B 0 E 
D E F

whence

it follows that 2D£ — £F =  ~  Such is the proof of the cri­
terion (test) of Sec. 64 for the exceptional case.

66. Invariants of a Second-Degree Equation

When passing from one System of rectangular coord in a tes 
to another we replace the équation

Ax2 +  2Bxy +  Cy2 +  2Dx +  2Ey +  £ = 0 ( 1)
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of a second-order curve by the équation
A'x'*+ 2  B 'jc'y' +  C'y'2 +  2D V  +  2 £  'y' +  F '= 0  (2)

which is obtained from (1) by the formulas of transformation 
of coordinates (see examples in Secs. 61 and 62). The values 
of A', B \  C', D', £ ', F' (ail or some) differ from the values 
of the like quantities A, B , C, D, £ , F.

However, the three expressions given below which consist 
of the quantities A \  B’t C', D', £ ', F' always remain equal 
to the like expressions composed of the quantities A , £ , C, 
D, £ , F. These three expressions are called the invariants 
(meaning that they do not change) of a second-degree équation.

(a) First invariant A + C
(b) Second invariant 6  =
(c) Third invariant

(minor discriminant)

A B D 
B C E  
D E F

(major discriminant)

Example 1. In Sec. 61 (Example 1) we transformed the 
équation

2x2—4xy +  5y2—x +  by—4 = 0  

(,4  =  2, B = - 2, C =  5, D = — i- ,  £  =  - |- , f = - 4 )

to the form
. *'« +  6 y'* +  p L * '  +  i^ - » ' - 4 = 0

( A ' =  1. fi' =  0 , C' =  6 , D' =  —\= r , £ ' = — L .  £ ' =  —4^V 2 / 5  2 / 5  y

in accordance with the rotation of axes through the angle
arcsin -7L- «  26°34'.

/  5
(a) The expression A-\-C \n the old System was equal to 

2 + 5  =  7; in the new System, the like expression A'-\-C’ is 
1 +  6  =  7, so that

A + C  =  A '+ C '
(b) The minor discriminant in the old System was

6 = 2
- 2

- 2
5 =  2- 5 — ( — 2) • ( — 2) =  6
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in the new System we hâve

so that
H i  ï l -

6 =  6'
(c) T he m ajo r d is c r im in a n t in  th e  o ld System  w as

A =

A' =

so that

2 — 2 1
2

- 2 5 5
2

1 5 A

2 2 — 4

it is

l 0 3
2 /*5

0 6 1 1
2 V~b

3 il — 4
2 /~ 5 2 /~ 5

> II >

f

131
4

131
4

Example 2. In Sec. 62 (Example 1) we transformed the 
équation

*' a+ 6 * ' + - = -  y ' - 4 = 0

— — 131to the form x2+ 6 y2— ^ - = 0  in accordance wjth a transla*
3 11tion of the origin to the point jc '= ------ —  , y' = --------r=-.

* V 2 / 5  1 2 / 6
The major discriminant is now

so that

l 0 
0 6
0 0

0
0

131
24

131
4

A =  A' =  A

The two other invariants hâve obviously also retained 
their earlier values.
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To prove the invariance of each of the quantifies (a), (b), 
and (c), it is sufficient to form expressions of the quantifies 
A', B', C . . .  in terms of A, B, C, . . .  (these expressions 
will also contain the angle of rotation a  and the coordinates 
of the new origin). Substituting them, for example, into the 
expression we get (after simplifications) A-\-C and
so forth. However, these computations are very cumbersome. l) 

Note. If both sides of Eq. (1) are multiplied (or divided) 
by some number k, the new équation will represent the same 
second-order curve. However, the quantifies (a), (b), (c) will 
be changed: the first will be multiplied by k, the second by 
k2 and the third by A3. That is why the quantifies (a), (b), 
and (c) are t̂ermed invariants of a quadratic (second-degree) 
équation and not invariants of a quadric (second-order) curve,

67. Thret Types of Second-Order Curves

The minor discriminant ô (Sec. 66) for the ellipse is posi­
tive (see Example 1, Sec. 66), for the hyperbola it is néga­
tive, and for the parabola it is zéro.

j t̂ y t
Proof. The ellipse is given by the équation +

— 1=0 .  The minor discriminant of this équation ô =
==J r .^ r > 0. In a transformation of coordinates, 6 retains
its magnitude, but in multiplication of both sides of the 
équation by some number A the discriminant is multiplied by 
A* (Sec. 66, note). Hence, the discriminant of the ellipse is 
positive in any System of coordinates. The proof is similar for 
the hyperbola and the parabola.

We accordingly distinguish three types of second-ordei 
curves (and quadratic équations):

(a) Elliptic type characterized by the condition
Ô =  y4C—B2 > 0

This type includes (in addition to the real ellipse) the ima- 
ginary ellipse (Sec. 58, Example 5) and a pair of imaginary 
straight Unes intersecting in a real point (Sec. 58, Example 4).

(b) Hyperbolic type characterized by the condition
6 =  AC— B* < 0

This type includes a pair of real intersecting straight Unes 
(Sec. 58, Example 1) in addition to the hyperbola.

*) There are artificial techniques which facilita te  the proof.



PLANE ANALYT1C GEOMETRY 103

(c) Par abolie type characterized by the condition 
6 =  AC — B2—0

This type includes, besides the parabola, a pair ot parallel 
(real or imaginary) straight Unes, which are possibly coincident. 

Example 1. The équation
x2 +  2xy +  y2 +  2x +  y = 0  (1)

is of the parabolic type because
Ô =  AC— B2=  I l  — l2 =  0

Since the major discriminant 
1 1 1

_i_
2

0
4

is nonzero, Eq. (1) represents a nondecomposable 
a parabola (cf. Secs. 61, 62, Example 2).

Example 2. The équation
8jt2-f-24 xy +  y2 — 56* +  18 y —55 =  0 

is of the hyperbolic type because
6 =  i4C — fî2 =  8 -1 — 122 =  — 136 < 0

Since
8 12 - 2 8

12 1 9
— 28 9 - 5 5

curve, l e.

(2)

Eq. (2) represents a pair of intersecting straight Unes. Their 
équations may be found by the method given in Sec. 65. 

Example 3. The équation
2x2 — 4xy-j-5y2—x-\~5y—4 =  0

is of the elliptic type because

Since
Ô =  AC — B2 =  5 2 — 22 =  6 > 0

the curve does not décomposé and, hence, is an ellipse.
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Note. Curves of the same type are geometrically related 
as follows: a pair of intersecting imaginary straight Unes

(i.e. one real point) is the li- 
miting case of an ellipse shrin- 
king to a point (Fig. 88); a pair 
of intersecting real straight lines 
is the limiting case of a hy- 
perbola approaching its asymp­
totes (Fig. 89); a pair of paral- 
lel lines is the limiting case 
of a parabola in which the 
axis and one pair of points M , 
M'f symmetric about the axis 
(Fig. 90), are fixed while the 
vertex recedes to infinity.

F ig .  88

68. Central and Noncentral Second-Order Curves (Conics)

Définition. The points A and B (Fig. 91) are termed sym­
metric about a point C if C bisects the segment AB. The 
point C is called the centre of symmetry (or, simply, the 
centre) of the figure if the figure
has, in addition to each point M, /j c  B
another point N symmetric with * ‘ 1
respect to M about C

The point which we called the Fig. 91
centre of an ellipse (Sec. 40) and also
the point called the centre of a hyperbola (Sec. 44) obvio- 
usly fit this définition. The centre of a second-order
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curve (conic) that décomposés into two intersecting straight 
lines (Sec. 58) is, by the définition given in this section, the 
point of intersection of these straight lines (L in Fig. 92).

Each of the above-considered conics has a unique centre. 
But if the conic consists of two parallel straight lines (AB 
and CD in Fig. 93), then any point of MN équidistant from 
AB and CD will be suitable as centre.

The parabola has no centre.

Fig. 92 Fig. 93

Conics having a unique centre (ellipse, hyperbola, a pair 
of intersecting straight lines) are termed central conics; conics 
having a multiplicity of centres or none at ail (parabola, a 
pair of parallel lines) are called noncentral conics.

Note. Imaginary ellipses and pairs of imaginary straight 
lines intersecting at a real point (see Sec. 58) are included 
in the group of central conics. This inclusion is symbolic as 
regards the imaginary ellipse, while a figure consisting of one 
real point fits the définition of a central “conic” (this point 
is itself the centre). Pairs of imaginary parallel lines (Sec. 58) 
are included in the group of noncentral conics.

Thus, conics belonging to the elliptic and hyperbolic types 
(for them AC— B2 ^  0, see Sec. 67) are central conics; conics 
of the parabolic type (AC — B2 =  0) are noncentral conics.

69. Flndlng the Centre of a Central Conic

To find the coordinates x0, y0 of the centre of the central 
conic

Ax1-\-2Bxy-\~Cy*-\~2Dx-{-2Ey +  F =  Q (1)
we hâve to solve the System of équations 

ÂXq +  By0 +  D =  0, 1 
Bxo +  Cyo +  E =  0 / (2)
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This is a simultaneous System and it has a unique solu- 
lion (Sec. 187)

* o =  — ISS|
\ Ab Bc \

. y o =
I A DI 
B E |

la cl
(3)

since | ^  ?£ 0 (this is the condition of centrality; Sec. 68).
Example 1. The centre of the conic (Example 2, Sec. 67)

8jc* +  24jcy+ya—56x+  18^— 55 =  0 (4)
is found by solving the System of équations

We obtain

*o =

8xq "h 12t/0 — 28 — 0, 
12x0 -J- i/o "h 9 =  0

-28 12 I
9 1 | .
8 12| 1 ’ y° ~~ “

12 1

8
12

12
3 1
' ï l

=  3

Since (4) is a decomposable conic of the hyperbolic type, the 
point (— 1, 3) is the point of intersection of the straight 
Unes forming the conic (4).

Example 2. The centre of the conic (Example 1, Sec. 61)

2x* —4xy-\~by2—x + b y —4 =  0 (5)

is found  by  s o lv in g  th e  System

2xo—2y0— f = ° .

— 2*o +  5«/o +  —  =  0
We obtain

5 2
x o =  - ] 2  0 0 =  “ T

The conic (5) is an ellipse (since ô >  0 and A £  0).
Dérivation of équations (2). If the origin is translated to 

the desired centre C(x0, </0)> then Eq. (1) is transformed by 
means of the formulas of translation

x = x 0+ x ' t y = y 0+ y '  (6)
to

Ax'1+ 2Bx'y’ +  Cy* + 2  ( Ar»+ By0 +  D)x' +  
+ 2 (B * o+ C yo +  £ )y ' +  F' =  0 (7)
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where, for brevity, we put

F =  Axq -{-2BxQy0 -\-Cy\ -\-2Dxq -\-2Ei/o F
lf *o* f/o satisfy Eqs. (2), then (7) will take the form

Ax'* +  2 Bx'y' +  Cy’1 +  F ' =  0 (8)
This équation may be rewritten in the form

A ( -  x')* +  2B ( -  * ' ) ( -  y') +  C ( -  y')* +  F' =  0
For this reason, this curve contains point N (— x', —y'), 
symmetric with M about the new origin C, in addition to 
every point M (*', y') belonging to the curve (8). Hence 
(Sec. 68), C is the centre of the curve (8).

70. Slmpllfylng the Equation of a Central Conlc

The équation of a central conic can be simplified faster 
than by the general method (Sec. 60) if we first translate the 
origin to the centre (thus eliminating linear terms; see Sec. 69) 
and then rotate the axes (thus eliminating the term in xy). 
The angle a  of this rotation is known beforehand (Sec. 61) 
and is found from the équation

ta" 2a =  —  (1)

Note. This method is applicable to any central conic, but 
for a decomposable curve it is better to use the method given 
in Sec. 65.

Example. Given the équation (Example 1, Secs. 61, 62)

2x2—4xy~t~5y2—jc +  5y—4 = 0  (2)
5 2Translate the origin to the centre x0 =  — , yQ — —

(Sec. 69, Example 2).
Using the translation formulas

* = * o + * '.  y = y o + y '  (3)

we get [cf. (8), Sec. 69]

2*'î - 4 x y  +  5 y '* - - - 1 =  0 (4)

From (1) we find tan 2a =  --- , and if we take an angle a  in 
the first quadrant (cf. Sec. 61), we obtain the rotation
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formulas

y .

1

V I
-  . 2 -  x H— -=7- y T  V 5

Substituting into (4) yields 

or
-------1— "— =  i
131 ‘ 131
24 144

(5)

(6)

(7)

/ I 3 j
24- ~  2.3 and

/ J Q 1
j j j  wl.O. In the original System, its centre has the 

5 2coordinates x0 =  — — , y0 =  — ^ , the major axis (it is the
x-axis in the x, y System) is given by the équation y —y0 =  

■= tan a (x—x0) or y + - |-  =  T  (*  +  n )  ; i,e‘ l2x~ 24y —
— 11= 0  (cf. Sec. 62, Example 1).

Note, the dimensions of the ellipse may be found without 
performing a transformation of coordinates. We know before- 
hand that a transformation has to yield an équation of the 
type Ax2 +  Cy2-\~F =  0. The quantities A , C and F may be 
found with the aid of invariants (Sec. 6 6 ). In the original 
équation they are

i4 +  C =  2 +  5 = 7 , ô =  j4C — £ 2 =  2 • 5 — (— 2)2 =  6, 
A B D 

A =  B C E 
D E F

131
4

They must hâve the same values in the simplified équation. 
Hence,

Â + C  =  7, ÂC =  6 ,

Â  0 0 
0  C 0  

0 0 F
=  ACF Al

4
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whence
3 = 1 ,  C =  6, F = — ^  

and we again get Eq. (6).

71. The Equilatéral Hyperbola as the Graph of the Equation

The équation

ÿ = 4  d)

(k 9* 0) represents an équilatéral hyperbola (Sec. 44); its 
asymptotes coincide with the coordinate axes. The semiaxes 
are

a =  b =  V 2 j T f  (2)
If k > 0, the branches of the hyperbola are arranged as

follows: one in the first quadrant, the other in the third
quadrant. But if k < 0, then 
they lie in the second and 
fourth quadrants (Fig. 94). In 
the first case, the real axis of 
the hyperbola makes an angle 
of 45° with the axis of abscis- 
sas, in the second case, an angle 
of -4 5 ° .

This is obtained by the 
method of Sec. 61 if Eq. (1) 
is written as

xy =  k (3)
N o t e .  When k =  0 ,  Eq. (3) repre ­

sents  a pa ir  of s t ra ig h t  Unes y —0 
(axis  of abscissas) and  x = 0  (axis  of 
ord ina te s) .  When I k  j decreases w j th o u t  bound,  the  hyperbolas  (3) 
corne d o s e r  and d o s e r  to these Unes (so th a t  a pa ir  of perpendicular  
s t ra igh t  Unes may be regarded as a degenera te  équ i la té ra l  hyperbola).

For  k = 0 ,  Eq. (1) represents  only  one s t ra igh t  line y = 0 (axis  of 
abscissas),  and no t  in Its  e n t i r e ty  b u t  w i th o u t  the orig in  of coord i-

n a te s  because for k = 0  and x = 0  the  express ion y = - j ■ becomes inde-
te rm ina te .  B u t  if we g ive  th is  inde te rm ina te  q u a n t i t y  ail possible  
values,  we get the “lo s t” axis  of ord inates .
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72. The Equilatéral Hyperbola as the Graph of the Equation

V
m x  + n  
p x  +  q

Consider the équation
mx + n 

'  px + q ( 1 )

for p t* 0 ^for p =  0 we hâve the straight line i/ =  ~  * +

If the déterminant
n  \ m  n \
D==|p <7 1=  np

is nonzero, then Eq. (1) represents the same équilatéral 
hyperbola as Eq. (1) of Sec. 71:

k
y = T

where k =  — , with, the sole différence that the centre
p*

is displaced from the origin to the point c ( — - ,

(Figs. 95, 96). This means that (Sec. 71) the semiaxes

are a = 6 = | / ^ -
When D < 0 (then k > 0), the real axis makes an angle 

of +45° with the axis of abscissas (Fig. 95), but if D > 0, 
then the angle is —45° (Fig. 96).

Example 1. The équation
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^here m =  4, n =  — 9, p =  2, q =  — 6, D =  | 2  _ g  | = —6^
represents an équilatéral hyperbola (Fig. 95) with centre
C (3, 2) and with semiaxes a =  b =  =  Y  3 «  1.73.
The axis A*A forms a 45° angle with OX since D < 0. The 
coord inates of the vertex A will then be

*A=Xc +  a cos 45° =  3 + V r 3 ^ «  4.2,

!/A =  */c +  ûsin45° =  2 +  y r 3 ^  «  3.2 
Similarly, we find

I/(, = 3 - r 3 - ~  1.8, yy(. =  2 - / 3 Î l i w 0 . 8  

Example 2. The équation

(here, m =  1, n = —1, p = l ,  (7 = 1 , D = 2 )  represents an 
équilatéral hyperbola (Fig. 96) with centre C (—1, 1) and

with semiaxes a =  b =  =  2. The axis A*A makes an
angle of —45° with OX since D > 0.

Note  / .  If the déterminant D = |^  1» zéro, then the quanti*

tles m, n and p , 9 are proportional (f-f) so that mx+n la

divisible by px+ 9 ; the quotient is — . Eq. (1) then represents the
P

stralght Une y = —  devoid of the point x = — — [ for x = — 2- expre- 
P P L P

ssion ( 1) 1s lndeterminate; see Sec. 71, Note J.
3x+6For example, the équation y -■ x + 2 ( m =3, / i s ô ,  p = 1, ÿ= 2 ,

D = | j  2 | = 0 ^ represents a stralght line y = 3 devoid of the point

x = - 2 .  If the lndeterminate quantlty y  is given ali possible values, 
we then get another stralght line x = - 2  (In addition to the stralght 
Une y =3).

Note 2. We can vlsualize the "deletlon” of point x = - 2  from
the stralght line j/=3  as follows. Conslder the équation y -_ 3x+6ft .

x + 2
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here D = | j  2 ^ |  = 6 ( l - 3 )  so t*13* f°r P =£ 1 we hâve a hyperbola
with asymptotes x = - 2  and y = 3. But when the quanti ty  0 is close 
to 1, the hyperbola (Fig. 97, where 3=1 .1)  cornes very close to its 
asymptotes U'U  and V'V whlch intersect at  the point K  ( - 2 ,  3).

We might expect that  for 3=1 we would 
get a pair of straight Unes U'U (y= 3) 
and V'V ( x = -2 ) .  However, the line V'V 
“falls out" since it is parallel to the 
y-axis and, hence (Sec. 14, Note 2), 
cannot be represented by an équation 
solved for the ordinate. The point K  is 
also omitted  since it lies on the line V'V.

73. Polar Coordlnates

In a plane (Fig. 98) take an arbi- 
trary point O (pôle) and draw a ray 
OX (polar axis). Take some seg­

ment OA for the unit of length and some angle (it is cus- 
tomary to take the radian) for the unit of angular measu- 
rement. Then the position of any point M in the plane may 
be specified by two numbers: (1) a positive number p exp­
ressing the length of the line segment OM (radius vector).

M

-4C-
M2\ TF 1

Fig. 90

(2) a number q> expressing the magnitude of the angle XOM 
(polar angle). The numbers p and <p are termed the polar 
coordinates of the point M.

jiExample 1. The polar coordinates p =  3, <p=---- — define

a point N (Fig. 98), the polar coordinates p =  3, <p=^pdefine
the same point N, the polar coordinates p =  1, <p=0
(and also p = l ,  qp =  2jx or p =  1, <p=—2ji, etc.) define the 
point A.

Each pair of values p, cp is associated with a unique 
point; but one and the same point M is associated with an
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infinity of values of the polar angle which difïer by a multiple 
of 2ji (cf. Example 1). But if the point M coincides with 
the pôle, the value of the polar angle is completely arbitrary.

We can agréé to take only one of the values of the polar 
angle, say we take (<p) within the limits

—n < q ) < j i  (1)

This value of the polar angle is called the principal value. 
Example 2. The point N (Fig. 98) is associated with the

polar coordinates p =  3, <p=— y  +  2Jfeji; the principal value

of the polar angle is — 5 ..
The point L is associated with the polar coordinates 

p= 2 ,  <p =  ji +  2£ji; the principal value of <p is, according to 
Condition (1), ji  (not — ji).

When dealing with principal values, every point (except 
the pôle) is associated with one pair of polar coordinates. 
For the pôle, p = 0 , and <p is arbitrary.

Note 1. When point M describes a circle centred at the pôle O 
(Fig. 99) and intersects, a t  point K,  the extension of the polar axis , 
the principal value of the polar angle changes abruptly  experiencing

a Jump (at the point M t it is close to j i ,  at  M t , It is close to - j c ) .  
In many cases, lt ls not advisable. therefore, to confine oneself to the 
principal values of (p.

Note 2. When the point M describes a straight Une PQ (Fig. 100) 
and passes through tne pôle O, the value of <p changes abruptly
(a jump). For Instance, if /1 X O P  = - ,  then for the point (on

the ray OP) q>= -j-  + 2Aji. and for the point Af, (on the ray OQ)

< p = - ~  + 2/ijt (k and n are integers). To avoid this si tuat ion,  we can 
ascribe to ail points of the straight  line PQ one and the same value 
of (p, for example, <p=Z. XOP  and consider the radius vectors as
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positive on the OP ray and négative on OQ.  For example, the pola: 
coordinates

de fine the point Àflt and the polar coordinates
îi

<P=— . P
_1_
2

define the point M t .
The same points may be specified by the coordinates

3 1« p = -T n, p = T

(point M , ) and
3 1p=. _

(point Afj). We thus ascribe to ail points of the straight  line PQ the 
value < p = ^  X O Q , so that p is positive on the ray  OQ and négative 
on OP.

Example 3. Construct  a point M with polar coordinates

The polar angle is associated with the ray OC (Fig. 101).
Lay off 0M = 3 0 A  on its extension OD.  This yields the desired 
point M.  To the same point there correspond the polar coordinates

p = 3. <f = Y -

74. Relatlonshlp Between Polar and Rectangular Coordinates

Let the pôle O (Fig. 102) of the polar System coïncide 
with the origin of a rectangular System of coordinates and 

let the polar axis OX coïncide with the 
positive direction of the axis of abscissas. 
Let M be an arbitrary point in the plane, 
x and y its rectangular coordinates, and 
p, <p its polar coordinates. Then

x -=p  cos cp, y =  p  sin (p (1) 
Conversely, *)

P =  V  x'2-\-y2 (2)

*) lt  is assumed in formulas (2) and (3) tha t  the radius vector p is 
always positive. If, however, we consider the négative values of p as 
well (Sec. 73, Note 2), then in place of (2) and (3) we will hâve to
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and

cos cp = X

Vxî+ÿ*
sin (p = y

Vx*+y* (3)

tan q> =  -j- (4)

However, alone, formula (4) [likewise, only one of the formu­
las (3)] is not sufficient for a détermination of the angle <p 
(see Example 1).

Example 1. The rectangular coordinates of a point are 
x =  2, y = — 2. Find its polar coordinates (for the above- 
indicated mutual arrangement of the two Systems).

Solution. By formula (2),

p =  Y 22 +  ( — 2)2= 2  Y 2 

By formula (4), tan<p =  :~ =  — 1. Hence, either <p =  — - y +

+  2fcji or <p =  5- + 2£jx. Since the point lies in the fourth 
quadrant, only the first value is correct. The principal value 
of <p is — -2-.

If we take advantage of the formula cos <p =  ■■ ,& V*« + y•

we get cos <p =  -- = - y - . Hence, either <p =  -y + 2 k n  or

<p =  — -f-2/z3i. Only the second value is correct.
Example 2. In the rectangular System XOY, the circle 

depicted in Fig. 103 is given by the équation (Sec. 38) 
(x — R)2 +  y2 =  R2. Formulas (1) and (2) permit finding its 
équation in the polar System (O is the pôle and OX is the 
polar axis). We get pa—2#p cos(p = 0 . This équation may be 
decomposed into two: ( l)p = 0 .2 , (2) p — 2R cos qp=0. The 
first (for any value of <p) represents the pôle O. The second 
yields ail points of the circle including the pôle (for
<p= --- and <p =  — Therefore, the first équation may be
discarded. We then hâve

p = 2 R cos (p (5)

wrlte p =± V x *  + y*, cos q>= • sln <p= ■ (the
±  V x * + ’ ±  Vx* +y*

signs ei ther  ail upper or ail lower). The formulas (1) and (4) remaln 
unchanged.
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This équation is obtained directly from the triangle OMK 
with right angle at the vertex M (OK =  2R, OM =  p, 
L KOM =  y).

A y  m  ty

y v \ t \ , (
0 \  G K) X  l

y  .
o X

Fig. 103 Fig. 104

Note.  If négative values of p are not introduced, then in Eq. (5) 
we can take the angle <p in the fourth and first quadrants,  but not

3
in the second and third quadrants. Thus, for (p = —  ji Eq. (5) gives

p = - R V  2. lndeed, the ray ON (Fig. 103) does not hâve any points 
in common with the circle, with the exception of the pôle. Now if 
we introduce négative values of p (Sec. 73, Note 2), then the coor-

_ 3
dinates p = - R V  2, <p = —  n  yield the point L on the extension of 
the straight line ON.

Example 3. Détermine which curve is defined by the 
équation

p =  2asin<p (6)
Solution. Passing to the rectangular System, we find

V  x2 +  y2 =  2a
u  V  X 2 + y *

or
x2-\- y2 — 2ay =  0

or
x2 +  (y—a)2= a 2

Eq. (6) is a circle of radius a (Fig. 104) passing through 
the pôle O and tangent to the polar axis OX.

75. Tho Spiral of Archlmedes !)

1. Définition. Let the straight line UV (Fig. 105) emanate 
from an initial position X'X  and uniformly rotate about a 
fixed point O and let the point M emanate from an initial

l) This curve is discussed in detail in Sec. 511.
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position 0  and uniformly move along UV. The curve described 
by the point M is called the spiral of Archimedes in honour 
ot the great Greek scholar Archimedes (third century B. C.) 
who first studied that curve.

Note. The kinematic concepts that enter into this défini­
tion may be removed by replacing them by the condition 
that the distance p =  0M  be proportional to the angle of 
rotation <p of the straight line UV.

The rotation of the line UV from any position through 
the given angle is associated with the same incrément in the

distance p. For instance, a complété révolution is associated 
with the same displacement MMx= a .  The segment a is cal­
led the lead of the spiral of Archimedes.

To a given lead a there correspond two Archimedean 
spirals which differ in the direction of rotation of the line UV. 
Counterclockwise rotation generates a right-handed spiral 
(Fig. 106, solid line); clockwise rotation generates a left- 
handed spiral (Fig. 106, dashed line).

Right and left spirals with the same lead may be brought 
to coincidence. To do this, one of them has to be turned 
over (reverse up).

From Fig. 106, it will be seen that right and left spirals 
of one and the same lead may be regarded as two branches 
of a curve described by a point M when the point traverses 
the entire straight line UV, passing through point 0  in so 
doing.

2. The polar équation (O is the pôle, the direction of the 
polar axis OX coincides with the direction of motion of M
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when it passes through the point 0; a is the lead of the 
spiral):

The right branch corresponds to positive values of <p, the 
left to négative values.

Eq. (1) may be written as
p=*«p

where k (the parameter of the spiral of Archimedes) is the 
displacement ^  of the point M along the straight line UV 
when the line is rotated through an angle of one radian.

76. The Polar Equation of a Straight Une

A straight line AB (Fig. 107) not passing through the 
pôle is given in polar coordinates by the équation

^  cos (<p-a) ^

where p =  0K  and a =  £  XOK are the polar parameters of 
the straight line AB (Sec. 29).

Eq. (1) is obtained from the triangle OKM (where 0Af =  p 
and 2  A0Àf =  < p -a).

The straight line CD (Fig. 108) passing through the pôle 
cannot be represented by an équation oi the type (1) [for
such a line p = 0  and <p—a = ± - ^ - ,  so that cos (<p—a ) = o J

Its ray OD is represented by the équation q> =  <p0 (where 
<Po = ^ X 0 D ) ,  and ray OC, by the équation (p =  q>i (where
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<Pi= ^  XOC). Each of these équations can represent the 
entire straight line if négative values of p are introduced 
(Sec. 73 Note 2).

77. The Polar Equation of a Conlc Section

Put the pôle in the focus F (Fig. 109) of a conic section 
(ellipse, hyperbola or parabola) and bring the polar axis to 
coïncidence with the axis FX of the conic section in the 
direction opposite to that in which the

where p is a parameter and e is the 
eccentricity of the conic section (Sec. 52).

Note. If only positive values of p are 
considered, then in the case of the hy-  ̂
perbola (e > 1) Eq. (1) represents only Fig. 109
one branch, that enclosing the focus.
Also, for <p the inequality 1 — eco s< p > 0  must hold. Now 
if négative values of p are considered, then (p may hâve 
any value, and for 1 — e cos < 0  we get the second branch.

corresponding directrix PQ lies. Then C 
the conic section is represented by the 
équation

( 1 )
Xc
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78 /V ecto rs  and Scalars. Fundamentals

A vector quantity, or a vector (in the broad sense of the 
word), is any quantity possessing direction. A scalar quantity 
(or scalar) is a quantity that does not possess direction.

Example 1. A force acting on a fnass point is a vector 
because it has direction. The velocity of a mass point is 
also a vector.

Example 2. The température of a body is a scalar since 
there is no direction involved. The mass of a body and its 
density are also scalar quantifies.

If one disregards the direction of a vector, then it may 
be measured (like a scalar) by choosing an appropriate unit 
of measurement. However, the number ob- 
tained from the measurement characterizes 
the scalar quantity entirely, whereas the vector 
quantity is described only partially.

A vector quantity is fully specified by 
giving the direction of a line segment and 
indicating a linear scale unit.

Example 3. The directed segment AB in 
Fig. 110 with scale unit MN depicting unit 
force (1 Newton) characterizes a force of 3.5 Newtons, the 
direction of which coïncides with the direction of the segment 
AB (indicated by the arrow).

7 9 ./ ïh e  Vector In Geometry■/
In geometry, a vector (in the narrow sense) is any directed 

line-segment.
A vector with initial point A and terminal point B is

denoted as AB (Fig. 110).
A vector can also be denoted by a single 

letter as in Fig. 111. In printing this letter 
isgiven in boldface type (a), in writing it is 
given with a bar (a).

The length of a vector is also called 
the absolute value (or modulus) of the 

vector. The absolute value of a vector is a scalar 
quantity.

Fig. 110
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The absolute value of a vector is denoted by two vertical
lines: | AB | or | a | or | a |.

In the two-letter notation of a vector, its absolute value 
is sometimes denoted by the same letters without an arrow
(AB is the absolute value of the vector AB), in the single- 
letter notation, the absolute value is denoted by a normal 
weight letter (b is the absolute value of the vector b).

80^/Vector Algebra

Operations involving vectors are called the addition, sub­
traction and multiplication of vectors (see below). These 
operations hâve much in common with the properties of the 
algebraic operations of addition, subtraction and multiplication. 
Therefore, the study of vector operations is called vector 
algebra.

>81/C o llinear Vectors*
Vectors lying on parallel straight lines (or on one and 

the same straight line) are termed collinear. the vectors a,
b , and c in Fig. 112 are collinear. The vectors AC, BD
and CB in Fig. 113 are collinear.

Collinear vectors can hâve the same direction or they can 
hâve opposite directions. Thus, the vectors a  and c (Fig. 112) 
are in the same direction, vectors a  and b (and also b and c)
are in opposite directions. The vectors AC and BD in Fig. 113
are in the same direction, vectors AC and CB are in oppo­
site directions.
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8 2 /  The Nuit Vector

If the origin A and the terminus B of a segment AB 
coincide, then the segment AB becomes a point and loses 
direction. However, for the purpose of generality of the rules 
of vector algebra it is agreed that a pair of coincident points 
is to be regarded as a vector, the null vector. It is considered 
collinear with any vector.

The null vector is symbolized by 0, the number zéro.

83/^EqualIty of Vectors

Définition Two (nonzero) vectors a and b are equal if 
they are in the same direction and hâve one and the same 
absolute value. Ail zéro vectors are taken to be equal. In ail 
other cases, the vectors are not equal.

N

Fig. 114 Fig. 115

Example 1. The vectors AB and CD (Fig. 114) are equal.
Example 2. The vectors OM and ON (Fig. 115) are not 

equal (although they are of the same length) because they
hâve different directions. The vectors ON and KL are likewise
not equal, while the vectors OM and KL are equal.

Warning. Do not confuse the concept of “equality of vec­
tors” with that of “equality of line segments”. When we say 
that the line segments ON and KL are equal, we assert that 
one of them can be brought to coincidence with the other. 
But this may require a rotation of the segment being brought
to coincidence (as in Fig. 115). In that case, the vectors ON
and KL are, by définition, not equal. The two vectors will 
be equal only when they can be brought to coincidence without 
a rotation.
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Notation. The notation a  =  b  expresses the fact that the 
vectors a  and b  are equal. The notation a  ^  b  expresses the 
fact that the vectors a  and b  are not equal. The notation 
| a  | =  | b  | expresses the fact that the absolute values (lengths) 
of the vectors a  and b  are equal; here, the vectors a  and b  
may (or may not) be equal to one another.

Example 3. ÂB == CD (Fig. 114),
Ô N ^ l a  (Fig. 115), | O N  | =  \1{L |
(Fig. 115), ÔM =  KL (Fig. 115). •

84/Reductlon of Vectors to a Common 
Origin

Two vectors (or any number 
of vectors) can be reduced to a com­
mon origin; i. e. it is possible to construct vectors that are 
equal to the given ones and hâve a common origin at some 
point O. This réduction is shown in Fig. 116.

/
85, Opposite Vectors

Définition. Two vectors having the same absolute values 
and opposite directions are called opposite vectors.

A vector which is in the direction oppo­
site to a vector a  is denoted by —a .

Example 1. The vectors L M  and N K  in 
Fig. 117 are in opposite directions.

Fig. i i 7 Example 2. If the vector L M  (Fig. 117)

is denoted by a, then N K  = —a. M L ^ - a ,  K N  =  a .
From the définition it follows that— (—a) =  a, | — a | =  (a|.

Addition of Vectors

Définition. The sum of the vectors a  and b  is a third 
vector c obtained by the following construction: from an
arbitrary origin O (Fig. 118) construct a vector O L  equal 
to a  (Sec. 83); from the point L, as origin, construct the
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vector LM equal to b. The vector c = O M  is the sum of the
vectors a  and b (triangle rule). 

Notation: a-\-b =  c. 
Warning. Do not confuse 

segments” with that of a “sum

Fig. 118 Fig. 119

the concept of a “sum of line 
of vectors”. The sum of the 
line segments OL and LM is 
obtained by the following 
construction: extend the stra- 
ight line OL (Fig. 119), lay 
off a segment LN equal to 
LM. The segment ON is the 
sum of the segments OL and 
LM. The sum of the vectors

OL and LM is constructed differently (see définition).
In the addition of vectors we hâve the following inequa- 

lities:
| a  +  6 | < | a |  +  m  (1)
\a  +  b \ ^ \ \ a \ - - \ b \ \  (2)

which state that the side OM of the triangle OML (Fig. 118) 
is less than the sum and gréa ter than Jhe différence oU he  
ôfher two sfdes. In formula "XTJ* the 
eqüïïïïty sign is valid only for vectors in 
the same direction (Fig. 120); in formula
(2), only for vectors in opposite directions 
(Fig. 121).

Fig. 121Fig. 120

The sum of, opposite vectors. From the définition it follows 
that the sum of opposite vectors is equal to the null vector: 

f a +  (—a) = 0
* Commutative property. The order in which vectors may 

be added is immaterial:
a - \ - b = b - \ - a

Paralletogram rule. If the summands a  and b  are not 
collinear, then the sum a  +  b  may be found by the following 
construction: from any origin O (Fig. 122) construct the
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vectors O Â = a  and OB =  b\ on the segments OA, OB construct
a parallelogram OACB. The vector of the diagonal O C = c  is
the sum of the vectors a and b (since AC=OB =  b and
ÔC=ÔA +  ÂC).

This construction is not applicable to collinear vectors 
(Figs. 120, 121).

Note. The définition of addition of vectors is established 
in accord with the physical laws of adding vector quantities 
(for example, forces applied to a mass point).

87, The Sum of Several Vectors

D éfin ition . The sum of the vectors a lt a2, a3, . . . ,  an is 
a vector obtained as the resuit of a sequence of additions: to 
the vector a x add the vector a 2, to the résultant vector add 
the vector a 3, etc.

From the définition there follows the following construction 
(rule of the polygon, or chain rule).

Starting from an arbitrary origin O (Fig. 123) construct a
vector OAx= a x, from the point Ax (as origin) construct a
vector AxA2 =  a2, from the point A2 construct a vector
A2A3 =  a 3, and so forth. The vector OAn (Fig. 123, n =  4) is 
the sum of the vectors a lt a2> . . . ,  a n.

The sum of the vectors ax, a2, a3, a 4 is denoted
ai  ~h a2 a3 ~i~ a4

Associative property. In the addition of vectors, the terms 
may be grouped in any way whatsoever. For example, if one 
first finds the sum of the vectors a 2-\-aj-\-a4 (it is equal to
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tlie vector AxAa, not depieted in Fig. 123), and then adds 
the vector a1( =  Oi41), we get the same vector a l -\-a2 ~{- 
+  a3 +  a4( =  CM4):

a l +  (Û2 +  a 3 +  a i) =  a l +  a 2 +  +  Û4
ORule of the parallelepiped. If three vectors a, b , c are 

reduced to a common origin (Sec. 84) and do not lie in the 
same plane, .then the sum a +  fc +  c may be found by the 
following construction. From any origin O (Fig. 124) construct
the vectors O A =  a, OB =  b, O C = c .  On the segments CM, 
O B , OC (as edges) construct a parallelepiped. The vector of
the diagonal OD is the sum of the vectors a, b , and c (since
ÔA =  a, AK =  ÔB =  b, K D = Ô C  =  c and ÔD =  ÔA+ÂK+KJ)).

This construction is not applicable to vectors which (after 
réduction to a common origin) lie in the same plane.

88/$ubtractton of Vectors

Définition. To subtract a vector (subtrahend) from a 
vector a2 (minuend) means to find a new vector x  (diffé­

rence) which together with the

0
Fig. 125 Fig. 126

Briefly, subtraction of vectors is the inverse operation of 
addition.

Notation: a2—a .̂
From the définition follows the construction: from an 

arbitrary origin O (Figs. 125, 126) construct the vectors
OAl =  a1, OA2 =  a2. The vector A1A2 (drawn from the ter­
minus of the subtrahend vector to the terminus of the minu-
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end) is the différence a 2 — a x:

AxA2 — OÀ2 — OAx

Indeed, the sum OAx-\~ AXA2 is equal to 0 A 2.
Note . The absolu te value of the différence (the length of the vector

A t A t ) may be less than  the absolute value of the “minuend* bu t  may 
also be greater than or equal to 
it. These three cases are shQvvn in 
Figs. 125, 126, 127.

Alternative construction. To
construct the différence a 2— a x 
of the vectors a 2 and a x we can 
take the sum of the vectors a 2 
and —ai, i. e.

a2—ai =  a2 -F(—ai)
Example. Let it be required 

to find the différence a 2 — a x
(Fig. 128). By the first construction a 2 — a x =  AxA2. Now
construct the vector A2L = —a x and add the vectors OA2 =  a2
and A2L= —ai.  We get (Sec. 86, définition) the vector OL.
From the figure it is seen that OL =  AxA2.

89^/Multlpllcatlon and Division of a Vector by a Number

Définition 1 /T o multiply a vector a  (multiplicand) by a 
number x (multiplier) means to construct a new vector (pro- 
duct) the absolute value of which is obtained by multiplying 
the absolute value of the vector a  by the absolute value oî 
the number x, the direction coinciding with the direction of 
the vector a  or being in the opposite sense, dépend ing on 
whether the number x is positive or négative. If jc =  0, the 
product is the nu 11 vector.

Notation: ax or xa.
Examples. OB =  OA *4orOB =  4CM (Fig. 129), OC =  8— OA,

0 D =  —2ÔA, ÔE =  — 1.5CM (Fig. 130).
Définition 2. To divide a vector a by a number x means 

to find a vector such that when it is multiplied by the num­
ber x it yields the vector a as a product.
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Notation: a:x  or — .
X

Instead of the division we can perform the multipli­

cation a — .
X

The multiplication of a vector b y a number oheys the 
sanie laws as the multiplication of numbers:

" F ig .  129 Fig. 130

1. (x +  y) a —xa + ya (distributive property with respect to
the numerical factor)

2. x (a-\-b) — xa-\-xb (distributive property with respect to
the vector factor)

3. x (ya) =  (xy) a (associative property).
By virtue of these properties it is possible to construct 

vector expressions having the same external aspect as polyno- 
mials of the first degree in algebra; these expressions can be 
manipulated in the same fashion as the corresponding algebraic 
expressions (eollect like ternis, remove parenthèses, take out- 
side of parenthèses, transpose ternis from one side of an 
equality to tfieother with opposite sign, etc.).

Examples. 2a +  3a =  5a (by Property 1),
2 (a +  6) — 2a +  2b (by Property 2),

5 1 2 c  =  G0<? (by Property 3);
4 (2a -  3b) =  4 [2a +  (—36)]= 4 [2 a + (—3)6] =  4-2 a +  4 (—3)6=

— S a -|-(—12)6 =  8 a — 126, 
2 (3a—46 +  c) — 3 (2a +  6 — 3c) =  6a — 86 +  2c—6a — 36 +

+  9 c =  — 116+1 lc =  11 (c — b)

îïty^utual Relatlonshlp of Colllnear Vectors (Division of a Vector 
by a Vector)

If a vector a  is nonzero, then any vector 6 collinear with 
it may be represented in the form xa, where x is a number 
obtained as follows: it has an adsolute value | 6 | : | a |  (ratio 
of absolute values); it is positive if the Vector 6 is in the
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same direction as the vector a , it is négative if b and a are 
oppositely directed, and is zéro if b is a null vector.

Examples. For the vectors a  and b in Fig. 131 we hâve 
b =  2a(x =  2), in Fig. 132 we hâve b = —2a.

Fig. 131 Fig. 132

Note. Finding the number x is termed the division of a 
vector b by a vector a. Noncollinear vectors cannot be divided 
by each other.

9 ^  The Projection of a Point on an Axis

An axis is any straight line on which one of its directions 
(no matter which) has been selected. This direction is called 
positive (indicated by an arrow in drawings); the opposite 
direction is the négative direc­
tion.

U
Fig. 133

M' \ X 

Fig. 134

Each axis may be specified by any vector lying on it and 
having that direction, the axis in Fig. 133 may be specified
by the vector AB or AC (but not by the vector BA).

Let there be given an axis OX (Fig. 134) and some 
point Af (exterior to the axis or lying on it). Draw through 
Af a plane perpendicular to the axis; it will intersect the 
axis at some point Af'. The point Af' is termed the projec­
tion of the point Af on the axis OX (if Af lies on the axis, 
then it is its own projection).

Note. In other words, the projection of the point Af on 
the axis OX is the foot of a perpendicular drawn from M 
to OX. The above définition stresses the fact that the con­
struction is perfornied in space.
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92/The Projection of a Vector on an Axis

The expression “the projection of a vector AB on an 
axis OX” is used in two different meanings: geometrical and 
algebraic (arithmetical).

1. The projection (géométrie) of a vector AB on an axis
OX is the vector A'B' (Fig. 135), the origin of which A' is 
the projection of the origin A on the axis OX, and the 
terminus of which B' is the projection of the terminus B on 
the same axis.

N o ta t io n P r0x AB or, briefly, Pr AB.

If the axis OX is given by a vector c , then the vector
A’B' is also called the projection oj the vector AB on the
direction of the vector c and -is denoted by Pr* AB.

The géométrie projection of a vector on an axis OX is 
also'called the cômponent o f  the vector along the UX-axis.

2. The projection (algebraic) of the vector AB on the 
OX-axis (or on the direction of the vector c) is the lenzth
of the vector A'B' taken with the +  or — sign depending
on whether the vector A'B' is in the same direction as the 
OX-axis (vector c) or in the opposite direction.

Notation:

pv0x  AB or pre AB

Note. The géométrie projection (componentï of a vector is 
a vector, while the algebraic projection of a vector is a number^

Example 1. The géométrie projection of the vector OK =  a
(Fig. 136) on the OX-axis is the vector OL. Its direction is 
opposite to that of the axis, and the length (with scale unit
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OE) is equal to 2. Hence, the algebraic projection of the 
vector OK on the OX-axis is a négative number, —2:

P t Ô K  =  Ô L  pr ÔK =  —2

If the vectors AB and CD (Fig. 137) are equal, then their 
algebraic projections along the same axis are also equal
(pr AB =  pr C D =  — The same holds for géométrie pro­
jections.

0,

Oj

Fig. 138

X,
x.

Algebraic projections of the same vector on two like di- 
rected axes (OxXi and 0 2X2 in Fig. 138) are the same1)
(ProtXi NM =  pr0aXî NM =  —2). The same holds for géométrie 
projections.
> 3. The relationship between a component (géométrie projec­
tion) and the algebraic projection of a vector. Let cx be a 
vector in the same direction as the OX-axis and of length 1. 
Then the géométrie projection (component) of some vector a 
along the OX-axis is equal to the product of the vector cx 
by the algebraic projection of the vector a along the same axis:

Pra =  p r a c ,

Example 2. In the notation of Fig. 136 we havec,1 =  0£ .
The géométrie projection of the vector OK =  a on the OX-axis
is the vector OL, and the algebraic projection of the same 
vector is the number —2 (see Example 1). We hâve
< U = —2Ô£.

*) If the axes are parallel but in opposite directions, the algebraio 
projections are not equal; they dlffer in sign.
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9 3 /  Principal Theorem* on Pro)ectlons of Vectort

Theorem 1/ The projection of a sum of vectors on some 
axis is equaPto the sum of the projections of those vectors 
on the same axis.

The theorem holds true for both meanings of the term 
“projection of a vector” and for any number of terms; thus, 
for three terms

Pr (Ox +  a2 +  a3) =  Pr a x +  Pr a2 +  Pr as (\)y
and

pr ( « ! + a 2 +  a 8) =  pr a , +  pr a 2 +  pr a 3 (2\
Formula f l )  follows from the définition of the addition of vectors, 

formula (2) from the rule for adding positive and négative numbers.

Example !/ The vector AC (Fig. 139) is the sum of the 
vectors AB and BC. The géométrie projection of the vector 

AC on the OX-axis is the vector 
AC' and the geontetric projections 
of the vectors AB and BC are AB' 
and B’C .  Here,

A C '^ Â B ' +  CC'
so that

Pr (AB +  BC) =  Pr AB +  Pr BC 

Example 2 / Let OE (Fig. 139) be the scale unit; then the
algebraic projection of the vector AB on the OX-axis is equal 
to 4 (the length of AB' taken with the plus sign); i. e.
pr AB =  4. Further, p r B C = —2 (the length of B'C' taken
with the minus sign) and p r > 4 C = + 2  (the length of A C  
taken with the plus sign). We hâve

pr i4fl +  pr BC= 4 — 2 = 2  
On the other hand,

pr (j4£ +  ÆC) =  pr AC =  2
so that

pr (AB +  £C) =  pr A B -{~pr BC
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Theorem 2y The algebraic projection of a vector on some 
axis îs equal to the product of the length of the vector by 
the cosine of the angle between the axis and the vector:

Pra & =  |& | cos (oTS) (3)

Example &  The vector b =  ~MN (Fig. 140) forms with the 
OX-axis (it is specified by the vector a) an angle of 60°. 
If OE is the scale unit, then |fc | =  4, so that

pra b =  4 -cos 60° = 4 t = 2

/
y \ \

Mf ! N *
, , O
0È M' N' X 0E V1 U X

Fig. 140 Fig. 141

Indeed, the length of the vector M ' N * (géométrie projection of the 
vector b ) is equal to 2, and the direction coïncides with that  of the 
OX-axis (cf. Sec. 92, Item 2).

Example 4, The vector b — UV in Fig. 141 forms with the
OX-axis (with the vector a) an angle (a, &) =  120°. The length 
|f t | of the vector b is 4. Therefore, pra £ = 4 -c o s  120°= —2.

Indeed, the length of the vector UV'  ls 2 and the direction is 
opposite to that of the axis.

9 ^  The Rectangular Coordlnate System In Space

Base vectors. The three mutually perpendicular axes OX, 
OYy OZ (Fig. 142) which pass through a certain point O form 
a rectangular System of coordinates. The point O is the originf 
the straight Unes OX, OYt OZ are the axes of coordinates 
(OX is the axis of abscissas, or x-axis, OY is the axis of 
ordinateSy or (/-axis, and OZ is the z-axis), and the planes 
XOYy YOZy ZOX are the coordinate planes. Some line seg­
ment UV is taken as the scale unit for ail three axes.

Laying off on the x, y f z-axes in the positive direction 
the segments 0^4, OB, OC equal to the scale unit, we obtain
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three vectors OA, OB, OC, which are called base vectors and 
are designated by i, j , k , respectively.

It is customary to choose the positive directions on the 
axes so that a rotation through 90°, which brings the positive

ray OX to coincidence 
with the ray OY (Fig.
142) would appear to be 
counterclockwise when vie- 
wed from the ray OZ. 
This is the right-handed 
coord inate System. The 
left-handed System of coor- 
dinates is sometimes also 
used, in which case the 
rotation is clockwise (Fig.
143) .

Note J .  The t r i h e d r a l  angles formed by  the rays OX,  O Y , OZ in 
the r ig h t -h a n d ed  System and in thé le f t-handed System c a n n o t  be 
made  to coinclde so th a t  th e  corresponding axes  co ïnc ide.

Note 2. The names “left-handed” and “right-handed” stem from 
the fact that the right-handed System is generated if one places his 
thumb, index and middle fingers of the right hand as the axes OX,  
OY, OZ shown In Fig. 144. The same arrangement for the left hand 
(Fig. 145) produces the left-handed System.

957 The Coordlnates of a Point

The position of any point M in space may be determined 
by three coordinates in the following manner. Through M 
draw planes MP, MQ, MR  (Fig. 146) parallel, respectively, 
to the planes YOZ, ZOX, XOY. At the intersections with the 
axes we obtain the points P, Q, R. The numbers x (abscissa),
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y (ordinate), and z (z-coordinate), which measure the line 
segments OP, OQ, OR to a given scale are called the (rec- 
tangular) coordinates of the point M. They are positive or
négative according as the vectors OP, OQ, OR are in the 
same directions as the base vectors i, j ,  k , or in oppo­
site directions.

Example. The coordinates 
of the point M in Fig. 146 
are: abscissa

x = 2
ordinate

£ / = —3 
z-coordinate

z = 2
Notation:

M (2, —3, 2).

The vector OM from the 
origin O to some point M is 
called the radius vector of M and is denoted by the letter r ;  
it is customary to use subscripts to distinguish the various 
radius vectors of different points: r m for the radius vector 
of the point M. The radius vectors of the points Alt 
A2, An are denoted

ri> r 2......... r n

9 6 /  The Coordinates of a Vector

Définition. The rectangular coordinates of a vector m  are 
the algebraic projections (Sec. 92) of the vector m on the coor- 
dinate axes. The coordinates of a vector are denoted by capi­
tal letters X, Y, Z (the coordinates of a point, by lower-case 
letters).

Notation:
m{ X ,  Y,  Z)  or m =  {X,  Y,  Z)

Instead of projecting the vector m  on the x, y, z-axes, 
one can project it on the axes M YAt M XB, MjC (Fig. 147) 
drawn through the origin AJt of the vector m and having the 
same directions as the coordinate axes (Sec. 92, Item 2).
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Example l./F in d  the coordinates of the vector MXM2 
(Fig. 147) with respect to the coordinate System OXYZ.

Through the point Mx draw axes M XA , MxBt M XC in the 
same directions, respectivelv, as the x> y , z-axes.

Through the point M2 draw the planes M2P , M2Q, M 2R 
parallel to the coordinate planes. 
The planes M 2P, M2Q, M2R will 
intersect the axes M xAy MxBy MXC 
in the points P, Q, Ry respectively. 
The abscissa X of the vector
MXM2 is the length of the vector
MXP taken with the minus sign (Sec. 
92, Item 2); the ordinate Y of the 
vector m  is the length of the vector
MXQ taken with the minus sign; 
the z-coordinate is the length of the
vector M XR taken with the plus 
sign. Given the scale of Fig. 147, 

X = — 4, Y =  — 3, Z —2.
Notation:

MXM2 { - 4 ,  - 3 ,  2}
or

=  { —4, - 3 ,  2}

If two vectors m x and m 2 are equal, then their coordina­
tes are respectively the same:

X x =  X 2, Yx =  Y2y ZX =  Z2
(cf. Sec. 92, Item 2).

The coordinates of a vector are invariant under a parallel 
translation of the System of coordinates. This is not true of 
TFîe coordinates of a point under the same translation (see
below, Sec. 166, Item 1).  *

If the origin 0  of a vector OM coincides with the origin
of coordinates, then the coordinates of the vector OM are 
equal, respectively, to the coordinates of the terminus M 
(Sec. 95). .

Example 2, In Fig. 146, the vector OM has abscissa X =  2, 
ordinate Y =  — 3, and z-coordinate Z =  2. The point M has 
the same coordinates.

Notation: ÔM {2, - 3 ,  2} or ÔM =  {2, - 3 ,  2}
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97/kxpressfng a Vector in Terms of Components 
and in Terms of Coordinates

1. Every vector is equal to the sum of its components 
(géométrie projections) on the three coordinate axes:

m =  PïqX m +  ProYm +  ProZ m  (1)
Exam ple 1. In the notation of Fig. 147, we hâve

M1M2 =  M1P + M1Q+ MtR
2. Every vector m is equal to the sum of the products 

of the three base vectors by the corresponding coordinates of 
the vector m: /""S

m =  X i +  Y j + Z k  \̂ (2)
Exam ple 2. In the notation of Fig. 147, we hâve

M 1M2=  — 4/ — 3j-\-2k

9 8 / Operations Involvlng Vectors Speclfied 
tr fT h e lr  Coordinates

y. When vectors are added, their coordinates are also added;
i. e. if fl =  Q\ -(-02» then X=X\-\~  X 2, Y = Y i ~\-Y2, Z =  Zi~\~Z2.

$/. A similar rule holds for the subtraction of vectors: if 
a =  a 2 — a lt then X =  X 2 - X l , Y =  Y 2 - Y lt Z =  Z2 —Z1.

^  When multiplying a vector by a number, multiply ail 
the coordinates by that number; i. e. if m 2 =  Xmi, then X2 =  XXV 
Y 2 =  XYlt Z2 =  XZv

ÿ  A similar rule holds for the division of a vector by a
number: if m 2 =  ̂  , then X 2 =  ~ ~ , Y 2 =  K-> ^ 2  =  %*

99/lExpresslng a Vector ln Terms
of the Radius Vectors of Its Origin and Terminus

Note an important formula:

__  ̂ A\A 2 — r 2 —r i
where r i  =  OAl (Fig. 148) is the radius vector (Sec. 95) of
the origin Ax of the vector A lA2, and r2 — OA2 is the radius 
vector of its terminus A2.
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From (1), by virtue of Sec. 98, Item 2, \ve gel the follo- 
wing formulas:

X =  x2 —Xi, Y =  y2 —ylt Z =  z2 —zx (2)
Here, X r Y , Z are the coordinates of the vector AXA2; xx, 
y lt zx are the coordinates of the point Ax (they are equal 

respectively to the coordinates of the
radius vector r 1 =  OA1) and x2t y2, z 2 
are the coordinates of the point A2 
(they are equal respectively to the 
coordinates of the radius vector
r 2 =  ÔA2).

In words: to find the x-coordinate 
(abscissa) of-a vector, subtract the ab­
scissa of the origin of~the vector Jrom. 
The abscissa of thTTerminus.

Similar ru les hold for the t/-coordi- 
nate (ordinate) and the z-coordinate.

Example. Find the coordinates of the vector AXÂ2 if 
Ax (1, —2, 5) and A2 ( — 2, 4, 0).

Solution. X — —2— 1 =  —3, Y=--4— ( —2) =  6, Z = 0 -
— 5 = — 5 so that i41̂ 2 =  { — 3. 6, — 5}.

IOq / t Im  Length of a Vector.
The Distance Between Two Points

The length of a vector a {X, Y , Z) is expressed in terms 
of its coordinates by the formula

\ a \ = V  X2 +  ̂ 2+ Z 2 (1|
Example 1. The length of the vector a { —4, — 3, 2} is 

equal (cf. Fig. 147) to

\ a \  =  V (—4)a +  (—3)2+ 2 2= / 2 9  »  5.4
The distance d between the points A1 (xv  y lt Zj), 

A2 (*2 * 2 2) is given by the formula

d =  V  (* 2  —  * l ) 2 +  (y 2 —  t/l)'2 +  (^2 —  z l ) 2 (2)1
which is obtained from (1) by virtue of formulas (2), Sec. 99 
(cf. Sec. 10).

Exam ple 2. The distance between points Ax (8, —3, 8), 
A2 (6, - 1 .  9) is d = / ( 6 - 8 ) H ( - l + 3 ) H ( 9 - 8 ) 2= 3 .
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lO I^ T h e  Angle Between a Coordlnate Axis and a Vector

The angles a, (3, y (Fig. 149) formed by the positive direc­
tions of OX, OY, ÔZ with the vector a {X, K, Z} may be 
found from the formulas l)

x  f  x  \
c o s a ~  V x T ï ÿ r +~z i  (  | a | )

C° S ^ Y X 2+ Y 2 + Z '2 (  ' a  I )

cos^ 7 ^ é ^ ( = ^ i )

the scale unit, i.e. if \ a \ = \ ,  then

cosa  =  X, cos p =  Y, cos y =  Z 

From (1), (2), (3), it follows that
cos2a + c o s 2 p + c o s 2 v =  1 ^(4^

Example. Find the angles formed by the coordinate axes 
with the vector {2, —2, —1}.

2
Solution, cos a =

= ---- — , whence a
Y‘2 2 + { — 2)- + 1 3
s 48° 1 T, P »  131°49', -y

2 o 2=  — , cos p =  — — , cos y =3

109°28'.

102. Crlterlon of Colllnearity (Parallellsm) of Vectors

If the vectors a i { X i ,  Ylt Z1}, a 2 {X2, K2, Z2\ are colli- 
near, then their respective coordinates are proport ional:

X 2 :X 1 =  Y2 :Y1 =  Z2 :Z1 (1̂
and vice versa.

If the coefficient of p>oportionality k =  =  is
positive, then the vectors ai and a 2 are in the same direc­
tion; if it is négative, the directions are opposite. The abso- 
lute value of k expresses the ratio of the lengths |a 2 |: |< ïi| . *)

*) From the rlght-angle triangle OMR  we hâve
OR Z Zcos y= . — = ----- - = "

|ôm| |al YX'+Y>+Z'
Formulas (1) and (2) are obtained in similar lashlon.
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Note. If one of the coordinates of the vector a x is zéro, 
then the proportion (1) is to be understood in the meaning 
that the corresponding coordinate of the vector a 2 is also zéro.

Example 1. The vectors {—2, 1, 3} and (4, —2, —6} 
are collinear and oppositely directed (X =  —2). The second i 
vector is twice the length of the first.

Example 2. The vectors {4 , 0, 10} and {6, 0, 15) are
collinear and in the same direction ( \  The second vec­
tor is one and a half times longer than the first.

Exam ple 3. The vectors {2, 0, 4} and {4, 0, 2} are not 
collinear. v

103. Division of a Segment In a Glven Ratio

The radius vector r of a point A , which divides the seg­
ment AXA2 in the ratio A1 A: AA2 =  m1 :m2, is determined by 
the formula

m 2r x + m xr2 
m x + m 2 <!*

where r A and r 2 are the radius vectors of the points >l1and A2.
The coord inates of the point A are found from the for­

mulas
m 2x t 4 m , x 2 

m x + rn2 y =
rn2y x+nit y t 

rnx + m t
m 2z x 4 m xz 2 

m x + m 2 (2)

(cf. Sec. 11).
In particular, the coordinates of the midpoint of the seg­

ment AxA2 are
x x + x 2 y\ + y 2 2j+z*

2 ' y  2 ’ 2 (3i
Note. The point A may also be taken on the prolonga­

tion of the segment ,4^2 in either direction; then one of 
the numbers mlt m2 must be taken with the minus sign.

Exam ple. Find the coordinates of the point A which 
divides the segment AXA2 in the ratio AXA : AA2 =  2:3 if 
A x (2, 4, - 1 ) ,  A2 (—3, —I, 6).

Using formulas (2), we find
3 -  2  4- 2 - (  -  3 )

Z =

=0. ,  =  =  2.
3 ( -  I )4- 2 • 6 9

X 2 4 - 3

2 4 - 3 y
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104. Scalar Product of Two Vectors

Définition. The scalar product of a vector a  by a vector 
b  is the product of their absolute values by the cosine of 
the angle between them.

Notation: a b or ab  
By définition,

ab =  | a  |* | b | cos (a, b) (1).
By virtue of Theorem 2, Sec. 93

| b | cos (a, b ) =  prab 
so that instead of (1) we c;ir. a rite

ab =  \a \  pr ab (2)
Analogously V

ab =  \b \  prfta
In words, the scalar product of two vectors is equal to 

the absolute value of one oj them muitipuea by the algebralc 
~projection of the otner vector on the dirèCtlôïl ôf the'Tirst.

If the angle between the vectors a and b is acute, then 
ab  > 0; if it is obtuse, then ab <  0; if it is a right angle, 
then a b = 0.

This follows from formula (1).

Example. The lengths of the vectors a  and b are respec- 
tively equal to 2 métrés and 1 métré, and the angle between 
them is 120°. Find the scalar product 
ab.

Using formula (1), we hâve aô =
=2-1 cos 120° =  — 1 (métré squared).

Let us compute the same quantity 
using formula (2). The algebraic proje­
ction of the vector b (Fig. 150) on the 
direction of the vector a  is equal to 

1

Fig. 150

| O B | cos 120°=—■£- (the length of the vector 
the minus sign). We hâve

OB' taken with

ab =  \ a \  pra6 =  2- (---- - ) = = — ! (métré squared)

Note î .  Let us examine the term “scalar product”. The 
first word states that the resuit of the operation is a scalar
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and nota vector (in contrast to a vector product; see Sec. 111). 
The second word stresses the fact that for this operation the 
basic properties of ordinary multiplication hold (Sec. 105).

Note 2. Scalar multiplication cannot be extended to the 
case of three factors.

Indeed, the scalar product of two vectors a  and b is 
a number; if this number is multiplied by a vector c (Sec. 89), 
then the product will be a vector:

( a b ) c = | a  | • | b  | cos (a , b) c
collinear with the vector c.

104a. The Physlcal Meanlng of a Scalar Product

If the vector a =  OA (Fig. 151) depicts a displacement
—

of a mass point, and the vector F = O F  depicts the force ac- 
f  ting on that point, then the scalar product

aF  is numerically equal to the work of the 
T  force F.

Indeed, only the component O F 'performs work. 
0  This means that in absolute value the work is

Fig. 151 equal to the product of the lengths of the vectors
a and O F'. It is considered positive if the vec­

tors OF ' and a  are in the same direction, and négative if they are 
in opposite directions. Hence, the work is equal to the absolute 
value of the vector a  multiplied by the algebraic projection of the 
vector F along the direction of the vector a; i.e. the work ls equal 
to the scalar product aF,

Exam ple. The vector of a force F has an absolute value 
equal to 5 kg. The length of the displacement vector a  is 
4 métrés. Let the force F act at an angle a  =  45° to the 
displacement a. Then the work of the force F is

F a = \ f |* | a \ co sa  =  5 * 4 ^ -=  10 Y 2  «14 .1  kg-m

lO ô /Propertles of a Scalar Product

J/"The scalar product ab  vanishes if one of the factors 
is a null vector or if the vectors a  and b  are perpendicular.

This follows from ( 1), Sec. 104.

Exam ple. 3 /-2 /= 0 , since the base vectors l, J  and, hence, 
also the vectors 3/, 2j  are perpendicular.
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I Noie. In ordinary algebra, the equality ab =  0 states that 
leither a =  0 or b =  0. For a scalar product this property does 
not hold true.

2/  a b = b a  (commutative property).
This follows from (1), Sec. 104.

(al -\-a2)b  =  a lb-\~a2b (distributive property).
This property holds for any number of terms; for example, 

for three terms
(ûi +  a2 +  a3) b = axb +  a2b +  a3b

This follows from (2), Sec. 104, and from (3), Sec. 93.

$ / (ma) b =  m (ab) (associative property with respect to 
a scalar factor). n 

Examples.
( 2 a )  b —  2 ab, ( — 3 a )  b =  —3ab , p  ( — 6 q ) = — 6 p q

Property 4 is derived from (1), Sec. 104 (it is convenient to con- 
sider séparately the cases m >  0 and m <  0 ).

(ma) (nb) =  (mn) ab.
Examples.

(2a) (—36) =  —6ab, (-5/») ( -  \  4 ) ^  p q

This property follows from Property 4.
Properties 2, 3, and 4a permit applying to scalar products 

the same operations as are performed in algebra on the pro* 
ducts of polynomials.

Example l v
2ab +  3ac =  a (2b -f- 3c)

(by virtue of Properties 3 and 4).
Example 2y

(2a—3b) (c-j-5d) =  2 a c +  \0ad — 3bc— 15bd
(by virtue of Properties 3 and 4a).

Example 3. Compute the expression ( i - \ -k ) ( j— k)> where 
i t j ,  k  are base vectors.

Solution. Since the vectors i , /  k are mutually perpen- 
dicular, it follows that i j = i k = j k  =  0; besides,

k k —\ 11A | cos ( O )  =  l * |» c o s 0 = l

‘) The associative property does not hold with respect to a vector 
factor: the expression (cb) a  ls a vector colllnear with a  (Sec 104, 
Note 2) whereas c (ba ) is a vector collinear with c so that 

(cb) a  ^  c (ba)
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(the absolute value of the base vector is equal to unity). 
Therefore

( i  +  k )  ( J - k )  =  i j - i k  +  k J - k k  =  - \

5. If the vectors a  and b are collinear, then ab =  ±  I a | -| b | ; 
(the plus sign if a , b hâve the same direction; and the mi­
nus sign if opposite directions).

5a. In particular, aa =  \ a \ 2
The scalar product aa  is denoted a2 (scalar square of the 

vector a ), so that
aa= | a | 2 ( ^

(the scalar square of a vector is the square of its absolute 
value).

N o ten t  In -vector algebra there is no scalar cube (higher 
powers are ail the more so absent, cf. Sec. 104, Note 2).

N o t e r a 2 is a positive number (the square of the length 
of the vector); we can extract any nth root, for example, 
the square root Y  à2 (the length of_the vector a). However, 
one cannot write a  in place oî Y  a2* since a  is a vector, 
while Y  a2 is a number. The proper resuit is

V à*  =  \ a \  (2^

10)¥. The Scalar Products of Base Vectors

From the définition given in Sec. 104 it follows that
« = / 2 = l t  yy= y2= i ,  k k = k 2= \ ,
t j = j i = o, j k = k j = 0 ,  k i = i k = o

(cf. Sec. 105, Example 3).
These relations may be presented in the form of a table 

of scalar multiplication:
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)107. Expressing a Scalar Product In Terms 
of the Coordinates off the Factors

If «! =  {* !, Klf Zx) and a2= | X 2> Y2, Z2}, then1»
ci1a 2 = X lX 2Jr Y  X  2 ^~ZXZ2 (1)

In particular, if m =  {X, Y, Z)\ then

m 2 = X * + Y 2 +  Z2 (2)
whence

V m ? =  \ m \  =  V x i +  Y* +  Z* (2a)
(cf. Sec. 105, Note 2, and Sec. 100).

Example 1/Find the lengths of the vectors a , {3, 2, 1 
a2 {2, —3, 0) and the scalar product of these vectors. 

Solution. The desired lengths are

K ô f  - V &  +  2* +  1* =  K Ï4 ,

K ô l = K 2 î + (-3)2+0a = V \3
The scalar product is

d\Q2= 3  • 2 -J- 2 (—3) -f-1 • 0 = 0

Hence (Sec. 105, Item 1), the vectors ax and a 2 are per- 
pendicular.

Example 2. Find the angle between the vectors 
ax {—2, 1, 2) and a2 {— 2, —2, 1}

Solution. The lengths of the vectors are

|<*i \ =  V (—2)2+ l J+ 2 * = 3 ,
I ®* 1 =  V  (—2)a +  (—2)*+ la= 3  

The scalar product a xa 2 =  (—2) (—2 )+  1 (—2 )+  2-1 = 4 .  Since 
0i02 =  | a i l l a 2 |c o s (a 1, a2), it follows that

X 4 4
COS(ai, 02)— I at I• I a, I ~ * 3-3“  9

i. e.

( a Ç a 2) «  63°37'

O We hâve a t = X xi + Y  J + Z xk, a t = X t l + Y  J + Z tk.  Multiply to- 
gether taking into account Properties 3, 4, Sec. 105 and the table 
in Sec. 106.
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108. The Perpendlcularlty Condition of Vectors

If the vectors a x {Xlt Y Z xj, a 2 {X2, K2, Z2j are mutu- 
ally perpendicular, then

X t X i  +  Y i Y i + Z i Z i - ^ O

Conversely, if X lX 2 \ -Y lY2 -\-ZiZ2 --i), then the vectors 
a x and a 2 are perpendicular or one of thein (sav, a x) is a null 
vector n (then — Y x-~Zl -̂-0).

This is derived from Sec. 105, Item 1, ami ( 1 ) of Sec. 107.

109. The AnglV Between Vectors

The angle <p between the vectors a x jX lt Y lt Z,}, 
a 2 {X 2, Y2, Z2\ may be found from the formula (ef. Example 
2, Sec. 107)

cos <p =
I «I H  * 2 1

X j X t + Y j  V , t  Z,Z?
(1)

^  X \  + Y \  + Z \ . \ '  X \ + Y \ +Z \

This is derived from (1) and (2a) of Sec. 107.

Example 1/ Find the angle between the vectors {1, 1, lj 
and {2, 0, 3}.

Solution.
cos <p — ■ 1 2 + 1 0 +  1-3 =-. ^  «  0.8006 

V 3 • Y 1 JV\* + 1* + l*'K2ï + 3it 
whence <p «  36°50'.

Example 2/T he vertices of a triangle ABC are 
A (1, 2, —3); £ (0 , 1, 2); C (2, 1, 1)

Find the lengths of the sides AB and AC and the angle A. 
Solution.

J l f l= { ( 0 - 1 ) ,  ( 1 - 2 ) .  (2 + 3 )}  =  < - l ,  - 1 ,  5}. 

* £  =  { (2 -1 ) .  ( 1 - 2 ) ,  (1 +  3)} =  {1, - 1 .  4}. 

\A B \ =  V (—1)2+ ( —1)* +  52= 3  ^ 3 .

\ÂC\ = Ÿ  14+  (—l)2+4*>=3 Ÿ~2,

1> The null vector may be regarded as perpendicular to any vector; 
ci. Sec. 82.
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COS A = AB-  AC

I A B | • | AC |

(—! ) • ! + ( — 1 ) • (— 1 ) + 5 • 4 __ 20 
9 V 6 9 Ve

Note. The formulas (1) to (3), Sec. 101, are spécial cases 
of formula (1) of this section.

110. Right-handed and Left-handed Systems 
of Three Vectors

Let a, b, c be three (nonzero) vectors that are not parallel 
to one plane and are taken in the indicated order (i.e . a is 
the first vector, b the second and c the third). Bringing them 
to the common origin O (Fig. 152), we get three vectors
OA, O B , OC not lying in one plane.

The System of three vectors a, b, c, is called right-handed
(Fig. 152) if a rotation of the vector OA which brings it to
coincidence (by the shortest route) with the vector OB is 
performed in a counterclockwise sense for an observer at 
point C.

If the rotation is clockwise (Fig. 153), then the System of 
three vectors a, b, c is called left-handed. l)

Example 1. The base vectors i, j ,  k in a right-handed 
coordinate System (Sec. 94) form a right-handed System. 
However, the System j ,  i, k (the vectors are the same, but 
the order is different) is left-handed.

If we hâve two Systems of three vectors and each of them 
is right-handed or each is left-handed, then we say that these 
Systems hâve the same orientation; if one of the Systems is 
right-handed and the other is left-handed, then we say that 
the Systems hâve opposite orientations.

*> On the origin of the names “right-handed” and ‘left-handed" 
see Sec. 94, Note 2.
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A System changes its orientation in a single interchange 
of two vectors (cf. Example 1).

A System maintains its orientation in the case of a cir- 
cular permutation of the vectors as indicated in Fig. 154 

(the second vector becomes the first, the third 
the second, and the first becomes the third,
i.e . in place of the system a ,  b , c we hâve 
the system b, c, a).

Example 2. A circular permutation carries 
the right-handed system i , j ,  k  into the right- 
handed system / ,  k , /, and from this system 
to the right-handed system k, i, j .

Example 3. If the vectors a, b, c form 
a right-handed system, then the following three Systems are 
right-handed:

cip bp Cp bp Cf cip Cp cip b
and the remaining three Systems

bp dp Cp dp Cp bp Cp bp d

Fig. 154

composed of the same vectors are left-handed.
A right-handed system of three vectors cannot be brought 

to coincidence with any left-handed system.
The mirror image of a right-handed system is a left-handed 

system, and vice versa.

I I I .  The Vector Product of Two V ectors

D éfin ition . The vector product of a vector a  (multiplicand) 
by a noncollinear vector b (multiplier) is a third vector c 
(product), which is constructed as follows:

{<l)^its absolute value is numerically equal to the area of 
a pairallelogram (AOBL in Fig. 155) constructed on the vectors
d  and b ; i. e. it is equal to | a  | |  b | sin (a , b);

{ ÿ f  its direction is perpenaicular to the plane of the indi­
cated Darallelogram;

(üfthe direction of the vector c is chosen (from two pos­
sible directions) so that the vectors d, b, c form a right- 
handed system (Sec. 110).

Notation: c =  d X b  or c =[ d b ]
Supplément to définition. If the vectors a  and b are col- 

linear, then it is natural to assign a zéro area to the figure 
AOBL (conditionally we continue to consider it a parallelo-
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gram). 'Therefore the vector product of collinear veclors is 
considered equal to the null vector.

S i n c e  a n y  d i r e c t i o n  c a n  b e  a t t r i b u t e d  t o  a n u l l  v e c t o r .  t h i s  agree- 
m e n t  d o e s  n o t  c o n t r a d i c t  I t e m s  2  a n d  3  o f  t h e  d é f i n i t i o n .

Note 1. In the term “vector product’’ the first word indi- 
cates that the resuit of the operation is a vector (in contrast 
to a scalar product; cf. Sec. 104, Note 1).

Example ^j/^Find the vector product i x j ,  where i, j  are 
base vectors of a right-handed coordinate System (Fig. 156).

Solution. (1) Since the lengths of the base vectors are 
equal to the scale unit, the area of the parallelogram (square) 
AOBL is numerically equal to unity. Hence, the absolute 
value of the vector product is unity.

(2) Since the perpendicular to the plane AOBL is the 
axis OZ, the desired vector product is a vector collinear with 
the vector k\ and since both of them hâve absolute value 1, 
the desired vector product is equal either to k or to —k.

(3) Of these two possible vectors we hâve to choose the 
first, since the vectors i, j ,  k form a right-handed svstem 
(and the vectors /, y, —k form a left-handed System).

Thus,
i x j  =  k

Example Find the vector product j x i .
Solution. As in Example 1, we conclude that the vector 

y Xi is equal either to k or to —k. But this lime we hâve 
to choose —k, since the vectors y, i , — k form a right-handed 
System (and the vectors j ,  i, k form a left-handed System).

Thus
y  x  / = —k

Example 3 /  The vectors a and b hâve lengths equal to 
80 cm and 50 cm, respectively, and form an angle of 30°.
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Taking the métré as the unit of length, find the length of 
the vector product a xb .

Solution. The area of the parailelogram constructed on the 
vectors a and b is 80-50sin 30° — 2,000 (cm2) or 0.2 m2. 
The length of the desired vector product is 0.2 métré.

Example 4/F ind the length of the vector product of the 
same vectors, taking the centimètre as the unit of length.

Solution. Since the area of the' parallelogram constructed 
on the vectors a and b is 2,000 cm2, the length of the vector 
product is 2,000 cm or 20 métrés.

A compàrison of Examples 3 and 4 shows that the length 
of the vector a x b  not only dépends on the lengths of the 

factors a and b but also on the choice of the 
unit of length.

S  î Physical meanlng of a vector product. Out
of a multitude of physical quantities depicted by 
a vector product we consider only the moment of a 
force.

Let A be the point of application of a force F. 
The momemt of the force F relative to the point O
is the vector product OAX.F.  Since the absolute 
value of this vector product is numerically equal 
to the area of the parallelogram AFLO (Fig. 157), 
the absolute value of the moment is equal to the 
product of the base AF  by the alti tude OK,  

i. e. to the force multiplied by the distance from the point O to the 
straight line along which the force acts.

In mechanics, proof is given to show that for equil ibrium of a rigid
body it is necessary that not only the sum of the vectors Fx, Ft , Fa.........
representing the forces applied to the body be equal to zéro, but 
the sum of the moments of the forces as well. When ail forces are 
parallel to a single plane, the addition of the vectors representing 
the moments may be replaced by the addition and subtraction of their 
absolute values. This substitution is impossible in the case of arbitrary 
directions of the forces. Accordingly, the vector product isdetermined 
as a vector and not as a number.

Fig. 157

112. The Propertles of a Vector Product

X/The vector product a x b  vanishes only when the vectors 
a and b are collinear (in particular, if one or both of them 
are null vectors).

This follows from the first item of the définition of Sec. 111.

la. a x a =  0.
The equality a X f l= 0  makes it unnecessary to introduce 

the concept of a “vector square” (cf. Sec. 105, Item 5a).
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2 / 1  f the factors are interchanged, the vector product is 
multiplied by — 1 (reverses sign):

6 x a = - ( a x & )

(cf. Examples 1 and 2 of Sec. 111).
Thus, a vector product does not possess the commutative 

property (cf. Sec. 105, Item 2).

^ / ( a - \ ~ b ) X l = a x l - \ - b x l  (distributive property).

K

Fig. 158

This property holds for any number of terms; for example, 
for three terms we hâve

( a + b  +  c ) x l = a x l  +  b x l + c x l
4/ ( m a ) x b  =  m ( a x b )  (associative property relative to a 

scalar multiplier).
4a. (ma)x(nb) — m n (axb) .
Examples: (1  ̂ — 3 a x b =  — 3 (axb).
(2  ̂0 .3ax4& = 1.2 (axb).
( t y ( 2 a - 3 b ) x ( c  +  5 d ) = 2 ( a x c ) + \ 0 ( a x d )  — 3 (b x c )  — 

— \ b ( b x d ) = 2 ( a  x  c )+ 1 0 (a  X d) +  3(c x  b ) + \ b ( d x b )  =  
= 2  ( a x e ) — 10 (d xa) +  3 (c x 6 )+ 1 5 (d x & ).
(4y (a +  b )x (a  — b) =  a x a  — a x b  +  b x a —b x b .  The first 
and fourth terms are equal to zéro (Item 1). Besides, b x a  =  
=  —a x b  (Item 2). Hence

(a +  b ) x ( a — b ) =  — 2  (axb)  =  2  (bxa )

Thus, the area OCKD (Fig. 158) is twice that of OACB.
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113^/îhe Vector Products of the Base Vectors

From the définition given in Sec. 111 it follows that
*X* =  0, i X j = k ,  i x f o =  —y,
j x l = —k t J X j =  0, j X k  =  i ,
k x i = j , k x j =  —i, k x k = 0

The following mnemonic scheme will help you to avoid 
making mistakes in the signs (Fig. 159).

If the direction of the shortest distance from the first 
vector (multiplicand) to the second (multiplier) coincides 

with the direction of the arrow, the product 
is equal to the third vector; if it does not 
coincide, then the third vector is taken with 
the minus sign.

Example Î /F in d  k x i .  See diagram, the 
direction of fhe shortest distance from k to i 
coincides with the direction of the arrow. 
Therefore k x i = j -

Example 2, Find k x j .  Here, the direction 
of the shortest distance is opposite to that 

the arrow. Therefore f c x j =  —
Example ^ /S im p lify  the expression (2i —3 /+ 6 fc )x  

X (4/—6 /+  \2r). Removing the parenthèses and taking ad- 
vantage of the table or of the scheme, we find

of

( 2 / - 3 / + 6*)X (4 /- 6 / +  12*) =  8 ( /X /)■-12 ( i X j ) +
+  24 ( i X k ) - 12 (Jx i)  +  18 ( J X J ) - 36 ( j x k )  +

+  24 ( k x i )  — 36 (kX j)  +  72 ( k x k ) =  — \ 2 k - 2 4 j + \ 2 k — 
—'36/ +  2 4 y + 3 6 /= 0

Since a vector product vanishes only in the case of col- 
linearity of the factors (Sec. 112, Item 1), the vectors 
2l-3J-\~6k  and 4 /—6/+12Æ are collinear. This is also 
indicated by the criterion of Sec. 102.

1 1 1 /Expressing a Vector Product In Terma 
of the Coordlnates of the Factors

If at =  {Xv Ylt Zx) and a 2 =  {X2, Y2, Z2}, then *)

I & l .  I î î : l }  yaxx a 2=
*) We find the vector product (X 4/+  Y lJ + Z l* ) X ( X t i+ Y J + Z tk) 

using the table in Sec. 113 and the Propert les 2, 3, 4, Sec. 112 (cf. 
Example 3. Sec. 113).
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The expressions given between the vertical bars are second- 
order déterminants ïSec. 12).

Practlcal ru l^/T o obtain the coord inates of the vector 
axx a 2 form the array

XxY xZ,
X 2Y 2Z2 0 -

Covering the first column, we find the flrst coordinate:

YtZt

: ! ) •

or, what is the 

we find the second coordinate.

Covering the second column and taking the remaining 

déterminant with opposite sign (  — |

. . .  \ z tx rsame thing, 1 J 
I ^2A2

Covering the third column (the remaining déterminant is 
again taken with its own sign), we find the third coordinate.

Example 1S  Find the vector product of the vectors 
ax {3, - 4 .  - 8 }  and a 2 { - 5 ,  2, - 1 } .

Solution. Form the array
3 — 4 - 8

- 5  2 —1

=  ( — 4 ) ( — 1) — 2-( — 8) —20

Covering the first column, we obtain the first coordinate 
1—4 —81
| 2 — 1 [

Covering the second column, we find the déterminant

I 3 —8 I
1—5 — 1 |

Interchanging columns (this reverses the sign), we obtain the_g g I
__ j ___ ^ = 4 3

Covering the third column, we obtain the third coordinate

I 3 ~ 4 I = - i4| - 5  2 1
Thus, a !X a 2 =  {20, 43, — 14}.
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Note. To avoid mistakes in the sign when computing the 
second coordinate, use the following table instead of array (2):

Xi Y x Z x X x Y ,  
x 2 y 2 z 2 x 2 y 2

This array is obtained from (2) by adjoining the first twc 
columns. Covering the first column in (3), we take the next 
two in succession. Then, covering the second column as well, 
we take the next two in succession. Finally, covering the 
third column too, we take the last two. The columns do not 
hâve to be interchanged in any one of the three déterminants 
obtained.  ̂ >

Example '2 / Find the area 5 of a triangle with specified 
vertices At (3* 4, — 1), A2 (2, 0, 4), i4s (—3, 5, 4).

Solution. The desired area is equal to half the area of a

parallelogram constructed on the vectors AXA2 and AXA2.

We find (Sec. 99) 4 ^  =  {(2—3), (0— 4), (4 + l) }  =  { — 1,

— 4, 5} and A1A3 =  \ —6, 1, 5}. The area of the parallelo­
gram is equal to the absolute value of the vector product

/41i42Xv41i43, and the vector product is equal to { — 25,
— 25, —25 y  Hence

j  V (-25 )>  +  (-2 5 )*  +  (-2 5 )*  =

=  -i- / Î 8 7 5  s! 21.7

S  =  —  I A i A 2 x  A i A 3 l = -

(sy

1 15/C oplanar Vectors

Three or more vectors are called coplanar if, when brought 
to a common origin, they ail lie in one plane.

If at least one of the three vectors is a null vector, ail 
three are stjll considered coplanar.

The criterion of coplanarity is given in Secs. 116, 120.

1 1 ^ /S c a la r Triple Product

The scalar triple product of three vectors cl, b, c (taken 
in that order) is the scalar product of the vector a  by the 
vector product b x c ,  i. e. the number a ( b x c )  or, what is 
the same thing. ( bxc)  a.

Notation: abc.
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t̂riterion of coplanaritu. If the System a, b, c is right- 
handed, t h e n abc > 0; ïi it is left-handed, then abc < 0. 
But if the vectors a, b , c are coplanar (Sec. 115), then 
a b c = 0. In other words, the vanishing of the triple product 
abc is a cri ter ion of the co planar it y of the vectors g. b . c.

üeômetrical interprétation of a triple product. A triple 
product abc  of three noncoplanar vectors a, b, c is equal 
to the volume of a parallelepi- 
ped constructed on the vectors 
a, b, c with the plus sign if the 
System a, b, c is right-han- 
ded and with the minus sign if 
the System is left-handed.

Explanation.  Construct  (Figs. 160,
161) the vector

O D = a X b  O y
Then the area of the base OA KB  is 
equal to

S = |Ô d | (2y
The alt i tude H (length of the vector
OM)  with plus or minus sign is 
(Sec. 92, Item 2) the algebraic pro­
jection of the vector c along the dire­
ction OD,  i. e.

H = ±  pr OD c « y

The plus sign is used when OM and
OD  are in the same direction (Fig.
160); this is the case for a right-handed System of a, b, c. The 
minus sign corresponds to a left-handed System (Fig. 161). From (2) 
and (3) we get

V = S H  = ±  | O D | p r ^  c

but | O D | pr ô q  c is the scalar product O D-c  (Sec. 104), 1. e.
(axb )  c. Hence

V = ± ( a x b ) c /

117. Propertles of a Scalar Triple Product

k  triple product does not changé in a circular permu­
tation of the factors (Sec. 110); an interchange of two vectors 
reverses the sign:

a b c = b c a = c a b  =  — (bac) =  — (cba) =  — (acb)
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This follows from the geometrical interprétation (Sec. 
from Sec. 110.

(a +  b) cd  =  acd +  bcd  (distributive property). 
tends to any number of terms.

16) and 

It ex-

This follows from the définition of a triple product and from 
Sec. 112, Item 3.

3 / (ma) bc =  m (abc) 
scalar factor).

(associative property relative to the

This follows from the définition of a triple product and from 
Sec. 112, Item 4.

These pfoperties make it possible to apply algebraic pro­
cedure to triple products, with the sole dinerence that the 
order of the factors may be changed only if allowance is made 
for the sign of the product (Item 1).

y  a triple product having at least two equal factors is

zéro:

Example X
a a b =  0

ab  (3a +  2b — 5c)= 3 aba  4- 2abb  — 5abc  =  — 5abc

Example

(a -J- b) (b 4~ c) (c 4~ a) — (a x b 4- û X c 4~ b x b 4- b x c )  (c 4" a) =  
=  (a x b +  a  x c + b  x  c) (c +  a) =  abc +  a c c + a c a  +  aba +

+  b c c + b c a

Ail the terms, except the two extreme ones, are equal to 
zéro. Besides, bca =  abc (Property 1). Therefore

(a+fc) (b + c )  (c -\-a) =  2 abc

118/ Thlrd-Order Déterminant 1)

In many cases, in particular when computing triple pro­
ducts, it is convenient to employ notation like

a\ ci
Û2 2̂ 2̂
Û3 63 C3

0)N.-''

*) Déterminants are fully discussed in Secs. 182 to 185.
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This is an abbreviation of the expression

JJ* c2i | Cî|+c,h b *
| h  Ca I I <h c» I I «3 b» &

Expression (1) is called a déterminant of the third order. 
The déterminants of the second order which enter into 

(2^are constructed as follows. Delete from array (1) the row 
ind  column containing alt as shown in the following scheme:

0 f — bj— cf 
f z  bZ cz
tfy h  cs

The remaining déterminant enters into (2) as a factor with 
ax deleted. In similar fashion we obtain the other two dé­
terminants of formula (2):

- f - -C f
c* and h

*3 C3 a3 h

Remember that the middle term in formula (2) has a mi­
nus sign!

Example^/Ëvaluate the déterminant

—2 — 1 — 3 
— 1 4  6

1 5 9
We hâve 

—2 — 1 —3 
— 1 4 6

1 5 9
=  —2-6-+-1-(— 15)—3-(—9)==0

=  — 2 4 61
I 5 9 + 1

— 1 
1

— I 4 
1 5

I Û2 C2 I __  I c2 °2 I
I û8 C3 I I C% a* I

Note 1. Since the third-order
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déterminant may be represented as

a\ ^1 ci \b2 c2 1 ,
01 1*3 C3 \ +  b »

c2 a2

Û3 +  ci
a2 b2

0 2 ,0-2 b2 C2 
Û3 63 C3

Here, ail second-order déterminants hâve a plus sign.
Note 2. Computat ion by formula (3) may be mechanized in the 

following manner. Adjoin the first two columns to array (1); this
yields the array

ai bi C\ bt
Of bf Cf Qf bf
Of bf Cf Qf bf

(4)

Take the lètter at in the first row and descend diagonally to the 
right, as shown by the arrow in array (5):

at bt ct
\

ai I c* I 
a» \ b M ca \

b*
b,

<5>

The second-order déterminant indicated by the arrow Is multiplied 
by flt . This yields at I C* I .| Of Cf |

Then cover the first column, take bt from the first row (the first 
of the remaining letters) and proceed as before [as indicated in array 
(6)]

bt ct at bt

\
bt I ct ûf I bt 
bs I Cf Qf I bf

This yields
\Ct a,  I
Ki a91

<e>

Flnally cover the second column and obtaln ct | ^* £* |
Example 2. Evaluate the déterminant

1 2 3
D — - 1 3 4

2 5 2
Form array (4

1 i2 3 1 2
- 1 3  4 -1 3

2 5 2 2 5
whlch yields

3 4 1 4 - 1 I -  1 3
D e l * + 2 + 3

5 2 2 2 1 2 5
= -  14 + 2 0 - 3 3 = - 2 7
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11^/Expresslng a Triple Product 
In Terms of the Coordlnates of the Factors

O)

If the vectors a v  a2, a3 are defined by their coordinates 
a! = {Xl9 Ylt Zx}, a2 = {X2t Y%, Z2}, a8 =  {X8, ^  Zz)
then the triple product a xa 2az is computed by the formula

* 1  Yi Zi
0\d2ciz =  X2 Y2 Z2

x z y 3 z 3
This is a conséquence of formulas (1), Sec. 107, and (1), Sec. 114.

Example The triple product of the vectors a x {—2,
—1, —3}, a 2 {—1, 4, 6}, a3 {l. 5, 9} is equal to

—2 —1—3
—1 4 6 = 0

1 5 9

(cf. Sec. 118, Example 1). Hence (Sec. 116), the vectors a, b t 
c are coplanar. ,

Example 2 ^ /ïh e  vectors {1, 2, 3}, {—1, 3, 4}, {2, 5, 2\ 
form a left-handed System because their triple product (Sec. 
118, Example 2)

1 2 
—1 3 

2 5

3
4 
2

=  —27

is négative (see Sec. 116).

120/Coplanarlty Crlterlon In Coordlnate Form

A (necessary and sufficient) condition for coplanarity of the 
vectors d\ Y i, ZjJ, a 2 {X 2t Y2t Z2 j t d8 Z3|  is
(see Sec. 119, Example 1)

*1 Yx Zx
X, Y,

y 3 Z,
Thls follows from Sec. 116.
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121/Volume ol a Parallelepiped

The volume of a parallelepiped constructed on the vectors 

ax {X ,,  Yv  Zj}, a 2 {X 2, Y2, Z2\, a 3 { X 3, Y3, Z3)
1s

V = ±
* 1
x 2
X3 y 3

2 ,
Z2

Z3

where the plus sign is taken when the third-order déterminant 
is positive, énd the minus sign when the déterminant is né­
gative (cf. Sec. 13).

This is a conséquence of Secs. 116, 119.

Example J^Find the volume of a parallelepiped construc­
ted on the vectors {1, 2, 3}, {—1, 3, 4}, {2, 5, 2}.

Solution. We hâve
1 2 3

V =  ± —1 3 4 = ± ( —27)
2 5 2

Since the déterminant is négative, we take the minus sign. 
This yields V =  21.

ExampleJL^Find the volume V of a triangular pyramid 
ABCD with vertices A (2, —1, 1), B (5, 5, 4), C (3, 2, —1), 
D (4, 1, 3).

Solution. We find (Sec. 99)

i4B =  { ( 5 - 2 ) , ( 5 + 1), ( 4 - l ) }  =  {3, 6, 3}

In the same manner, 4 C = {1 , 3, —2}, AD =  \2, 2, 2}. The 
desired volume is equal to of the volume of a parallele­

piped constructed on the edges AB, AC, AD. Therefore

Whence we get V =  3.

6

3 6 3
1 3 - 2
2 2 2
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I2 j /V e c to r  Triple Product

A vector triple product is an expression of the form
a x ( b x c )

A vector triple product is a vector that is coplanar with 
vectors b and c\ it is expressed in terms of the vectors b 
and c as follows:

a x ( b x c ) = b  (ac)—c (ato) (1)

1 2 3 /ïh e  Equation of a Plane

A. A plane (Fig. 162) which passes through a point Af0 (x0, 
i/o, z0) and is perpendicular to a vector N {A, B, C} is rep- 
resented by the first-degree équation *)
A (x —x0) +  B (y—y0) +  C(z — z0) = 0 (Yy
or

Ax +  By +  Cz +  D = 0 (2)/
where D stands for the quantity

— (Ax o +  By0 +  Cz0)
The vector yV{A, B, C} is called the 
normal vector to the plane P.

Note iI// T he expression “the plane Fig. 162
P is represented by Eq. (1)” means 
that: (1) the coordinates x , y, z of any point Al of plane P 
satisfy Eq. (1); (2) the coordinates jc, y> z of any point exte- 
rior to plane P do not satisfy this équation (cf. Sec. 8).

B. Any équation of the first degree Ax-\-By +  C z - \ - D = 0 
(A, B and C are not ail simultaneously zéro) represents a 
plane.

In vector form, Eqs. (1) and (2) are of the form

N ( r - r 0)=0,  (laj.
Nr +  D = 0 (2a),

(r0 and r are the radius vectors of the points Af0 and M; 
D - — Nr0).

*) Eq. (1) is a condition for the perpendicularity of the vectors 
B% C) and AfgA f = |* - x 0, y - y o. *-*(>}• See Secs. 108 and 99.
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Exampl^/A plane 
pendicular to a vector

passing through a point (2, 1, —1) per- 
{ —2, 4, 3} is defined by the équation

—2 (x — 2 )+  4 (y— l) +  3 (z +  1) =  0
or

—2* +  4y +  3 z + 3  =  0
Note 2. One and the same plane may be represented by a multi- 

plicity of équations, ail the coefficients and the constant terni of which 
are, respectively, proportional (see below. Sec. 125. Note).

Cases o i the Position of a Plane 
Relative to a Coordlnate System

l / T h e  équation Ax-\- By-\-Cz= 0  (constant term D = 0) 
represents a plane passing through the origin.

,2/The équation Ax-(-B y D  =  0 (coefficient C =  0) is a 
plane parallel to the z-axisOZ, the équation Ax-\-Cz-\-D =  0 

is a plane parallel to the y-axis 
OY, and the équation By+C z +  
+  D = 0  is a plane parallel to the 
x-axis OX.

It is useful to remember that 
if the letter z is absent from the 
équation, the plane is parallel to 
the z-axis OZ, etc.

Example. The équation

x + y — 1 = 0

represents a plane P (Fig. 
rallel to the z-axis OZ.

163) pa-

Note.  In plane analytic geometry, the équation x + y -  1 =0  depicts 
a straight  line (KL  in Fig. 163). We shall now explain why the same 
équation in space represents a plane.

On the straight line K L  take some point M. Since M lies in the 
JW-plane X O Y , z = 0. In the jc^-plane, let the point M hâve the coor-
dinates x = - i - , (they satisfy the équation x + y -  1=0).  Then in
the three-dimensional System OXYZ,  the coordinates of the point M
will be x= - i-  . y —-^ • 2=0. These coordinates satisfy the équation
x + y - 1=0 (for greater clarity we shall wrlte it in the form \ x + \ y  +
+ 0 ‘Z— 1=0).

Let us now consider the points for which x = — . y = ~  but 2=^0, 

for example,  the points M, • “ 4 " )’ m « ( t ’ T ’ t ) '
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1 ^ ,  etc. (see. Fig. 163). Thelr coordinates also sa-

tlsfy the équation x+^+0*z—1 =0. These points fill the “ vertical** stra­
ight line UV that passes through Àf. Such vertical s traight  Unes may 
be constructed for ail points of the straight line K L . Together. they 
will AU the plane P.

The représentation of the straight  line K L  in a spatial coordinate 
System will be given ln Sec. 140, Example 4.

jj/T he équation Ax-\-D—0 ( B = 0, C = 0) is a plane pa- 
rallel both to the y-axis OY and to the z-axis OZ (see Item 2),
i. e. it is parallel to the coordinate plane YOZ.

Similarly, the équation B y-\~D =0 is a plane parallel to 
the plane XOZ, and the équation Cz +  D = 0  is a plane pa­
rallel to XOY (cf. Sec. 15).

r The équations X =  0, K =  0, Z =  0 represent the planes 
XOZ, XOYt respectively.

125^/Condltlon of Parallellsm of Planes

If the planes
i4jX-|-Biy-\-C\z-J-D i = 0  and A2x-\~^2y-\~^2^~\r^2 :=^

are parallel, then the normal vectors N i{A lt Bv  and
N2 {A2, C2\ are collinear (and conversely). Therefore
(Sec. 102) the condition (necessary and sufficient) that the 
planes be parallel is

H t- ‘f r cT , a
Example 1. The planes 

2x—3y—4z-{-11= 0  and —4x +  6y-l-8z +  3 6 = 0
n i • - 4 6  8are parallel since —  =  ̂ = ^ 4 -

Example 2/*The planes 2x—3z— 12= 0  (Al = 2 ,  B1= 0 ,  
Cj — ■—3) ano 4x-\-4y—6z-f~7=0 (i42 =  4, B2 —4, C2= —6) 
are not parallel since B1 =  0, but B2=£0 (Sec. 102, Note).

Note. If not only the coefficients of the coordinates, but 
also the constant terms are proportional; i. e. if

l â i ==B* =  ci  =  £ j  I
I A x ~BX Cx D x I 

then the planes coïncide. Thus, the équations
3x +  7y—5z +  4 =  0 and 6 x + 1 4 y — 10z +  8 =  0 

represent one and the same plane. Cf. Sec. 18, Note 3.
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126/Conditlon of Perpendicularity of Planes

If the planes 
Axx-\- Bxy-\-Cxz-\- Dx ==0 and A$x -j-

are perpendicular, then their normal wectors Ni {A lt Bx, Cx}, 
Af2 {4 2, ^ 2. ^ 2 } are also perpendicular (and conversely). The- 
refore (Sec. 108), the condition (necessary and suffîcient) that 
the planes be perpendicular is

AXA2 -f- B 1B2 -f- C1C2 =  0 J

Examplfr j /T h e  planes

3x—2y — 2z +  7 =  0 and 2x -\-'2y +  z - f  4 =  0

are perpendicular since 3-2-}-(~2)-2 +  (—2)-1 = 0 .
Example 2/T he planes

3x — 2y =  0 (Ax =  3, Bx =  — 2. Cx =  0)
and

z =  4 (i42 =  0, £ 2 =  0, C2= l )  
are perpendicular.

127/^Angle Between Two Planes

The two planes
i4i* +  Æi(/ +  Ci* +  D i= 0  (\)j

and " ^
A$x-\- B2y-|-C2z ~1“ D2 ===0

form four dihedral angles that are pairwise equal. One of them 
is equal to the angle between the normal vectors Nx {A x, Blf Cx} 
and N2 {Ai, £ a, C2}. Denoting any one of the dihedral angles 
by <p, we hâve

cos <p =  ± A\ + C|Cj
V A\+B\+ C \ Y  »|+fl*+C»

vy

Choosing the upper sign, we get cos (Nx, N2), choosing the
lower sign, we get cos [ 180° — ( V2)]•

Example. The angle between the planes

x—y + V 2 z +  2  =  0  and x +  y +  / 2 z - 3 = 0
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is determined from the equality

cos <p =  ± I l + Ç- l ) - l+V~2‘V 2

Y  1 + 1 +(K"2)2 Y \ + 1 + (^~2)2
=  ±

We get <p =  60° or cp=120°.
If the vector Nx forms with the x-, y-, z-axes the angles 

a lf Pi» Yi* and ^ e  vector A2, the angles a 2, p2, Ï 2» then

cos q> =  ± (cos a x cos a 2 +  cos cos (J2 +  cos Yi cos Y2) 
This follows from (3) and formulas (1) to (3), Sec. 101.

(4^

1 2 8 /A Plane Passlng Through a Glven Point 
Parallel to a Glven Plane

A plane passing through a point M x (xlf yx, zx) parallel 
to a plane Àx-\-By-\-Cz-{-D =  0 is given by the équation

A (x—xà +  B ÿ —y J  +  C (z — zx) =  0
This follows from Secs. 123 and 125.

Exam ple. A plane passing through a point (2, — 1, 6) 
parallel to the plane x +  y — 2z-J-5 =  0 is given by the équa­
tion (x—2 )-\-(y-\~ l) — 2 (z —6 )= 0 , i. e. x +  y —2z-j- 11 = 0 .

129^ A Plane Passing Through Three Points

If the points M0(x0, yB, z0). AM*!, y lt zj), Af2 (jes, yt , 
z2) do not lie on a straight line, then the plane passing through 
them (Fig. 164) is given by the equa- ^
tion

=  0

It expresses coplanar ity of the vectors '  p^ 16< 
m TÂT, MeAfi, (see Secs. 120 and 99).

Exam ple. The points M0 ( 1, 2, 3), Mx (2, 1, 2), M2 (3, 3, 1) 
do not lie on one straight line since the vectors M0M X 
{1, — 1, — 1} and M0Ma {2, 1, —2} are not collinear. The

x —x0 y —y 0 z — z0 

xi —xo !/i—yo zi — zo
x 2 xo y2 y0 z2 ~ zo
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plane MqMxM  ̂ is defined by the équation

l.e .

X— 1 y - 2 z —3
1 — 1 — 1
2 1 —2

x + z - -4 =  0
Note. If the points Mo, Mlt M, lie on one straight line, 

then Eq. (1) becomes an identity.

1 3 0 / Intercepta on the Axes

If the plane A x + B y  +  Cz +  D — 0 is not parallel to the 
x-axis(i.e. if A ^  0; Sec. 124), then it intercepts on this axis a
segment f l=  — . Similarly, the intercepts on the y-axis and

on the 2 -axis will be b =  —~  (if B ^  0) and c =  —^  (if
C £  0) (cf. Sec. 32).

Example. The plane 3 x + 5 y — 4z — 3 = 0  intercepts on the
axes the line segments f l= -1 -= 1 , 6 = - | - , c = — —. y

1 3 1 / Intercept Form 
of me Equation of a Plane

If a plane intercepts on the axes the (nonzero) segments 
a, b, c, then it may be represented by the équation

T + T + - H 1 <J>
which is called the “intercept form of the équation of a plane”.

Eq. (1) may be obtained as an équation of a plane passing through 
three points (a. 0, 0), (0, 6, 0) and (0, 0, c) (see Sec. 129).

Example. Write the équation of the plane
3x—6 y + 2 z — 12= 0

in the intercept form.
We find (Sec. 130) û =  4, b =  —2, c =  6. The intercept form 

of the équation is
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Note y  a  plane passlng through the coordinate origin cannot be 
represented by an intercept-form équation (cf. Sec. 33, Note 1).

Note A plane parallel to the x-axis but not parallel to the other
two axes may be represented by the équation - r + — =1. where b and%} c
c are the y-intercept and z-intercept, respectively. A plane parallel to 
the x-axis and y-axis may be given by the équation -^ = 1. Planes pa­
rallel to either one or two of the other axes may be represented simi- 
larly (cf. Sec. 33, Note 2).

1 3 ^ /a Plane Passlng Through Two Points 
Perpendlcular to a Given Plane

A plane P (Fig. 165) which passes through two points 
Af0 (*o* y 0, z0) and M l ( x 1, ylt zx) and is perpendicular to a 
plane Q specified by the équation 
A x -{ -  By-\~Cz-\- D =  Q is represented by 
the équation

* — *o y  —I/o 2 —z0 

* i — x 0 y \ — y 0 Zq
A B C

It expresses (Sec. 120) coplanarity of 

the vectors M ^ M , Àf^Àf, and N  { a . B,  c}  =

Fig.

Example. A plane passing through the two points 
Af0(l, 2, 3) and^Af1(2, 1, 1) perpendicular to the plane 
3* 4y +  z — 6 =  0 is represented by the équation

x — 1 y —2 z—3 
2 — 1 1—2 1—3

3 4 1
= 0

i. e. x —y + z  — 2 = 0 .
Note. When the straight line Af0Mi is perpendicular to 

plane Q, plane P is indeterminate. Accord ingly, Eq. (1) be- 
comes an identity.

1 3 | / a Plane Passlng Through a Given Point 
Perpendicular to Two Planes

A plane P which passes through the point M 0 (jc0, y0, z0) 
and is perpendicular to two (nonparallel) planes Qlf Qa:

+  +  +  = 0 , Aax -f~ B<& -}- C%z Da= 0
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is given by the équation
X  —  X 0 y —y» *

A! Bx C ,
A2 B2 C2

(Fig. 166) coplanarity

01/

M Âf,, Nt  {A if B it c j .  {A t . B t , C ,}1*

Example. A plane that passes through the point (1, 3. 2) 
and is perpendicular to the planes x +  2y +  z —4 = 0  and 

2 * + t/+ 3 z  +  5 =  0 is given by the

Fig. îee 5x — y —3z +  4 =  0

Note. If the planes Qj and Qa are parallel, then the P 
plane is indeterminate and Eq. (1) becomes an identity.

I & j / î h e  Point of Intersection of Three Planes

Three planes may not hâve a single point in common (if 
at least two of them are parallel and also if their straight 
Unes of intersection are parallel), may hâve an infinity of 
common points (if they ail pass through the same straight 
line) or may hâve only one common point. In the first case, 
the System of équations

AiX-\- Bly-\-C1z-\-Dl =  Q,
^2^4" ^ 2  y ~b £*2̂  4* D2 =  0,
A3x -f- B3y-f-C3z -j-D3= 0

has no solutions, in the second case it has an infinity of 
solutions, and in the third, only one solution. The investi­
gation is most conveniently carried out by means of déter­
minants (Secs. 183, 190), but elementary algebra will suffice.

*> The vector product A^xjV, (Fig. 166) serves as the normal vec- 
tor to the P plane. Thus [Sec. 123, (la)]  the équation of the P  plane 
is (A/jxA/a) ( r - r 0) = 0, which again yields Eq. (1).
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Example^l/ The planes
7jc —3y-\- z — 6 =  0, (O

14jc —6t/ +  2z—5 =  0, (2)
x +  y —5z =  0 (3)

hâve no common points since the planes (1) and (2) are pa- 
rallel (Sec. 125). The System of équations is not consistent 
[Eqs. (1) and (2) are contradictory].

Example 2* Investigate the following three planes for com­
mon points: ^

* +  y +  z = l , (4)
x —2 y —3 z= 5 , (5)

2x— y —2z =  S (6)
We seek the solution of the System (4)-(6). Eliminating 

z from (4) and (5), we get 4 x + i/ =  8; eliminating z from
(4) and (6), we get 4 x + y = 1 0 . These two équations are 
inconsistent. Hence, the three planes do not hâve any points 
in common. Since there are no parallel planes among them, 
the three straight Unes along which the planes intersect pair- 
wise are parallel.

Example 3J  Investigate the following planes for common 
points: **

x + y  +  z =  1, x —2y —3z =  5, 2x—y — 2 z— 6
Operating as in Example 2, we both times get 4x +  (/ =  8, 

which is actually one équation, not two. It has an infinity 
of solutions. Hence, the three planes hâve an infinity of com­
mon points, i. e. they pass through one straight line.

Example 4 /T he planes
x — y + 2 = 0 , x- \-2y— \ = 0 ,  x - \ - y —z +  2 =  0

hâve one common point (— 1, 1, 2) because the System of 
équations has the unique solution x = — 1, y =  1, z = 2 .

l ^ / î h e  Mutual Positions of a Plane and a Pair 
of Points

The mutual  arrangement of points M t U , ,  y x, zt ), M a (jca, y t , z%) 
and a plane

Ax+ By + C z + D = 0 (1)
may be determined by the following criteria (cf. Sec. 27):

(a) The points M x and M t lie to one side of the plane ( 1) when 
the numbers A x x + Byx + Czx+D and A x a + By a+ Cz a + D hâve the same 
signs.
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(b) M, and Ms lie on different sides of the plane (1) when these 
numbers hâve opposite slgns.

(c) One of the points M „  (or both) lies on the plane if one 
of the numbers (or both) is equal to zéro.

Example4 /  The points (2, 3, 3) and (1, 2, - 1 )  lie to one side of 
the plane 6 x+3y +2z ~6  = 0 beeause the numbers 6 -2+ 3-3 + 2 - 3 - 6  = 21 
and 6 1 + 3 - 2  + 2 ( - l ) - 6  = 4 are both positive.

Example Tf, The origin (0, 0, 0) and the point (2, 1, 1) lie on 
different sides of the plane 5 x + 3 y - 2 z - 5 = 0 since the numbers 
5-0 + 3 - 0 - 2 - 0 - 5  = - 5  and 5 - 2 + 3 - 1 - 2 - 1 - 5  = 6 hâve opposite signs.

1 3 j /T h e  Distance from a Point to a Plane

The distance d from a point (xlt ylt to a plane
Ax +  By +  Cz +  D =  0 (Ij/

is equal (cf. Sec. 28) to the absolute value of the quantity

ô = A x l + B y i + Cz, +D 
V A '  + B '  + C* y

i. e.
d =  |ô |  = I AX\ + B y l + CZf + D |

V A'+B' + C*

Example. Find the distance from the point (3, 9, 1) to 
the plane x —2t/ +  2z — 3 =  0.

Solution.

ô = x l - 2 y 1 + 221- 3  _  1 - 3 - 2 - 9  + 2 1  - 3

y  i *+(—2) *+2 * ~  3
d = |ô  1 =  5 +

— 5

Note 1. The sign of ô indicates the mutual posit ions of the point 
and the origin O relative to the plane (1) (cf. Sec. 28, Note 1 ). 
Note 2. Formula (3) may be derived analytically by reasoning as 

in Note 2 of Sec. 28. The équation of a straight line which passes 
through a point M x and is perpendicular to tne plane ( 1) is conve- 
niently taken in parametric  lorm (see Secs. 153, 156).

137^/The Polar Parameters (Coordlnates) of a Plane 11

The polar distance (or radius vector) of a plane UVW 
(Fig. 167) is the length p of the perpendicular OK drawn to 
the plane from the origin O. The pofar distance is positive 
or zéro.

) Cf Sec. 29.
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If the plane UVW does not pass through the origin, then 
for the positive direction on the perpendicular OK we take
the direction of the vector OK. But if UVW goes through 
the origin, then the positive direction on the perpendicular 
is taken in arbitrary fashion.

The polar angles of the plane 
UVW are the angles

a  =  £XO K , f>=£YO K,  
y = £ Z O K

between the positive direction of 
the straight line OK and the coor- 
dinate axes (these angles are con- 
sidered to be positive and not to 
exceed 180°). The angles a, p, y are 
connected (Sec. 101) by the relation

cos2 a  +  cos2 P +  cos2 y =  \ j
The polar distance p and the polar angles a, p, y are 

termed the polar parameters (or polar coordinates) of the 
plane UVW

If the plane UVW is given by the équation A x + B y - \ -  
-f-C z-f-D = 0, then its polar parameters are determined by 
the formulas

<3
P =

I D |

cos a — T 

cos p =  T 

cos y =  T

V A *  + B*  + C* *
A

V/4* + fl* + C« 
B

V A '  + B '  + C* 
C

H ’ > (2)

where the upper signs hold true when D > 0, and the lower 
signs when D < 0. But if D = 0, then arbitrarily we take 
only the upper or only the lower signs.

Example 1. Find the polar parameters of the plane 
x —2y-j-2z — 3 =  0 (>4 =  1, B = — 2, C = 2, D = —3).

Solution. Formula (1) yields

P  =
| - 3 |

V l* + ( —2)f + lî* “  3 ~  1 /
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Formulas (2), where we hâve to take the lower signs (becau- 
se D — — 3 < 0) yield

1 1cos a  — 7 —....................=  -3-, f

cos P =
Vrl* + ( - 2 )* + 2 * 

-2 J L /

Hence

v  1 *+(—2)*+2 * 3
2 2COS V =  — : _::■■■= =  ■?• /y i*+(-2), +2* 3 /

a ss 70°32', P «  131°49', y  «  48°U' y  
E x a m p le ^ 2 /F in d  th e  p o la r  p a ra m e te rs  o f th e  p lan e  

x — 2 y + 2 z = 0

Formula (1) gives p = 0  (the plane passes through the 
origin); in formulas (2 ) we can take either the upper signs 
alone or the lower signs alone. In the former case,

c o s a = — y ,  cos -f — , c o s y = — j
hence ^

a  «  109°28', p «  48°H', y «  131°49' y
in the latter case,

a  «  70°32', P i3i°49', y «  48°ir y

I3 8 y  The Normal Equation of a  Plane

A plane with polar distance p (Sec. 137) and polar angles 
a, P, y (cos* a  +  cos* P +  cos2 y =  1; Sec. 1 0 1 ) is given by 
the équation

x cos a-\-y  cos p +  z cos y —p = 0  ( 1̂

This is the normal form of the équation of a plane.
Example j /  Set up the normal form of the équation of a

plane in which the polar distance is —= and ail the polar
angles are obtuse and equal.

Solution. For a = p  =  y the condition cos* a  4 -cos* p +
+  cos2 y = 1  yields cos a = c o s  P =  cos y =  ± y =  and since
the angles a, P, y are obtuse, we hâve to take the minus
sign. The desired équation is — 77=  x — 77= y~~77=  z — =K 3 r 3 r 3 K 3

{Note. The same plane can be represented by the équation 
\  * + i /  +  r + l = 0
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(both member^of the preceding équation hâve been multipr 
lied by — Y 3), but this is not the normal form of the équa­
tion because the coefficients of the coordinates are not cosines 
of the polar angles (the sum of their squares is not equal 
to unity) and. what is more, the constant term is positive.

* /  1 2  2Example The équation y  x +  y  y — - z - f  5 = 0  is not the

normal form.since eventhough ( t ) 2+ ( — r ) a== ’̂
the constant term is positive.

y i o  9
The équation — j ÿ — -  z —5 = 0  is of

1 2 2 the normal form; cos a  =  — -  , cos P =  — , cos y =  —  ̂ *
p =  5 (awl09°28/-f P ^ 48°ir , yx\3\°49').

D é r i v a t i o n  o f  E q .  ( 1 ) .  T h e  p l a n e  u n d e r  c o n s i d é r a t i o n  (U V W  I n  
F i g .  1 6 7 )  g o e s  t h r o u g n  t h e  p o i n t  K (P c o s  a ,  p  c o s  f i ,  p  c o s  y )  p e r p e n -
d i c u l a r  t o  t h e  v e c t o r  O T Ç .  I n s t e a d  o f  OK  w e  c a n  t a k e  t h e  v e c t o r  a  i n  
t h e  s a m e  d i r e c t i o n  w i t h  l e n g t h  e q u a l  t o  t h e  s c a l e  u n i t .  T h e  c o o r d i ­
n a t e s  o f  t h e  v e c t o r  a  a r e  c o s  a ,  c o s  f i ,  c o s  v  ( S e c .  1 0 1 ) .  A p p l y l n g  E q .  
( 1 ) ,  S e c .  1 0 1 ,  w e  g e t  t h e  n o r m a l  f o r m  o f  E q .  ( 1 ) .

I^ /R e d u c ln g  the Equation of a Plane 
to the Normal Form

To find the normal form of the équation of a plane spe- 
cified by the équation Ax +  By-\-Cz +  D —0, it is sufficient 
to divide both members of the given équation by 
T- Y À42 +  B2 +  Ca, the upper sign is taken when D > 0, the 
lower when D < 0; if D = 0, any sign may be taken. This 
yields the équation

T A —  x — -------?------ y ^ ------C ------z —
V A '  + B t  + C* ' VA*  + B* + C2 VA*  + B* + C»

V A *  +  B *  +  C*

I t  1 s  i n  t h e  n o r m a l  f o r m  b e c a u s e  t h e  c o e f f i c i e n t s  o f  x,  y ,  z ,  b y  
v i r t u e  o f  ( 2 ) ,  S e c .  1 3 7 ,  a r e  e q u a l  t o  c o s  a ,  c o s  f i ,  c o s  v .  r e s p e c t i v e l y ,  
a n d  t h e  c o n s t a n t  t e r m  i s  e q u a l  t o  - p  b y  v i r t u e  o f  ( 1 ) ,  S e c .  1 3 7 .

Example j /  Reduce the following équation to the normal 
form:

x — 2 y 2z — 6 =  0 (1)
Divide both members of the équation by 

-f- Y 12-H —2)2 +  22 =  3 (the sign before the radical is plus
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since the constant term, —6, is négative). We get

T x - T y + T * - 2 = °
1 2 2 Hence, p =  2, cos a  =  — , cos f> =  — ^ , cos y  =  —

(a«70°32', 131°49% y -4 8 0H').
Example 2 / Reduce the following équation to the normal 

form: •
x —2y -j- 2z -j- 6 = 0  (2y

The constant term is positive. We therefore divide by
— Y l* + ( —2)* +  2 * = —3 and get

1 , 2 2 0  A 
— * x + i c y — r * —2==0

1 2Consequently, p =  2, co sa  =  — -  , cos $ =  — , cos y = —
(a«109°28/, P ^ 4 8 ° ir ,  y -131°49').

Example^ 3 /Reduce to normal form the équation
x —2 y-\-2 z = 0

2_
3

Since D = 0  (the plane goes through the origin), we can 
divide either by + 3  or by —3. This yields x — j y  +

+  -j-z= 0  o r — x +  -|- y — -y 2 =  0. In both cases, p = 0 .
The quantities a, p, y in the -first case are the same as in 
Example 1, in the second case, the same as in Example 2.

Note. If in the équation Ax-\- By-\-Cz-\~D=0  the con­
stant term is négative and i42+ 8 2 +  C2= l ,  then the équa­
tion is in the normal form (Sec. 138, Example 3) and it 
does not need to be transformed.

14^/Equatlons of a Stralght Line In Space

Any straight line UV (Fig. 168) may be represented by a 
System of two équations:

AxX-\- Bxy D x = 0 , (1^
A2x-\- B2y-\-C2z-\-D2= 0  (2)y

which represent (if they are considered separately) any two 
(distinct) planes Px and P2 passing through UV. Eqs. (1) 
and (2) (taken together) are termed the équations of the 
straight line UV.



SOLID ANALYTIC GEOMETRY 175

Note. The expression “the straight line UV is represented 
by the System (l)-(2)” means thaï (1) the coordinates x, y , 
z of any point M of the line UV satisfy both équations (1) 
and (2); (2) the coordinates of any point not lying on UV do 
not simultaneously satisfy both Eqs. (1), (2), though they 
may satisfy one of them.

Example 1. Write the équations of the straight line OK 
(Fig. 169) that passes through the origin O and the point 
K (4, 3, 2).

Solution. The straight line OK is the intersection of the 
planes KOZ and KOX . Taking some point on the z-axis OZ, 
say L(0, 0, 1), form the eq'uation of the plane KOZ (the 
plane passing through three points O, K, L; Sec. 129). This 
gives us

x y z 
4 3 2 
0 0 1

=  0, that is, 2>x—4y=Q (3)

In the same way we find the équation

2y—3z =  0 (4)

of the plane KOX. The straight line OK is given by the 
System of équations (3)-(4).

Indeed, any point M of line OK lies both in the KOZ  plane and 
in the K O X  pfane; hence, its coordinates satisfy both Eqs. (3) and (4) 
at the same time. On the other  hand, the point N,  which does not 
lie on OK,  cannot belong to both planes KOZ  and KOX  at the same 
time; hence, its coordinates cannot satisfy both Eqs. (3) and (4) at  
the same time.
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Exam ple<f̂ / r h e  straight line OK of Example 1 may also 
be given by the System of équations

J 3x—4y =  0, (3y
\  2x—42?=0 (5^

The first describes the KOZ plane, the second, the KOY plane. 
The same line OK can be represented by the System

20—3 z = 0 , 2 jc—4 z = 0
Exam ple JJ/D o the points Mx (2, 2, 3), M2 (—4, —3, —3), 

Afs (—8, —6T —4) lie on the straight line OK of Example 1?
the coordinates of point Mx do not satisfy either Eq. (3) 

or Eq. (4); point Mx does not lie on the straight line UV. 
the coordinates of point Ma satisfy (3) but do not satisfy (4); 
point Afa lies in the KOZ plane, but does not lie in the KOX 
plane. Hence, M% does not lie on OK. M 3 lies on O K since 
both Eqs. (3) and (4) are satisfied.

E xam ple$ /  Equation z = 0  describes the j«/-plane. The 
équation x + y — 1 = 0  describes the plane P parallel to the 
z-axis (Sec. 124, Example). The straight line along which 
the planes XOY and P intersect (KL in Fig. 163) is repre­
sented by the System

x-\-y— 1 = 0 ,  z = 0

l4 j/C o n d ltlo n  Under Which
Two Flrit-Oegree Equations Represent
a Straight Line

The system
I i41x + ^ i i /+ C 1z +  O1= 0 , (l)y
\ A 2x - \ - B 2y - { - C 2 Z - \ - D 2 = 0  (2)/

represents a straight line if the coefficients A v  B l t  C x are 
not proportional to the coefficients i42, B 2t C2 [in this case 
the planes (1) and (2) are not parallel (Sec. 125)].

If the coefficients j4lf B lt  Cx are proportional to the coef­
ficients i42, B 2, C2, but the constant terms do not obey the 
same proportion

A 2*A x == B 2 i B x =C2• Cj je D 2 \ D x

then the system is not consistent and does not présent any 
géométrie image (planes (1) and (2) are parallel and noncoin- 
cident].
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If ail four quantifies Ax, Blt Clt Dx are proportional to 
the quantifies A2, B2, C2, D2:

A2 \ Ax =  B2'. B i = C 2 '.Cx=  D2 1 Dx
then one of the équations (1), (2) is a conséquence of the other 
and the System describes a plane [the planes (1) and (2) arc 
coincident].

Cxample 1/The System
2x—7 y +  12z —4 = 0 , 4x— 14y+36z —8 = 0

describes a straight line (in the second équation the coeffici­
ents A and B are twice those in the first, and the coefficient C 
is three times as large).

Example y  The System
2jc—7 y +  12z—4 = 0 , 4 x — l4y +  24z—8 = 0

describes a plane (ail four quantifies A , Bt C, D are propor­
tional).

Example ^J/The System
2x—7 y +  12z — 4 = 0 , 4x— \4 y +  24z— 12=0

does not represent any géométrie image (the quantifies A, B, C 
are proportional and D does not obey that proportion; the 
System is inconsistent).

1 4 2 /The Intersection of a Straight Line 
and a Plane

The straight line L
i Axx-\- Bxy-{-CiZ-{- D i= 0 ,  (1)
\ A2x-\- B2y-\-C2z-{- D2= 0  (2)

and the plane P
Ax-\- By -\-Cz (3)

may not hâve a single common point (if L || P), may hâve an 
infinity of common points (if L lies on P) or may only hâve 
one common point. The problem reduces to seeking common 
points of three planes (1), (2), (3), (see Sec. 134).

Example 1. The straight line
x +  y - \ - z— 1 = 0 , x — 2y—3z — 5 = 0  *)

*) The computations are slmplified when the équations of the 
straight line are taken in parametrieform (Sec. 152 and Note in Sec. 153).
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does not hâve common points with the plane

2x—y —2z— 8 =  0

(they are parallel) (see Example 2, Sec. 134).
Example 2^/ïhe straight line

x — 2 y —3z—5 = 0 , 2x—y —2z — S

lies in the plane x-\-y +  z =  1 (see Example 3, Sec. 134).
Example jj/The straight line x-\-y — z +  2 = 0 . x —y + 2  =  0 

intersects the plane x +  2y — 1 = 0  in the point (—1, 1, 2) 
(see Examplé 4, Sec. 134).

Example 4 /  Détermine the coordinates of some point on 
the straight lin e  L:

j  2 x — 3y—z-\-3 =  0 ,
\ S x - y  +  z — 8 =  0

Assign some value, say x =  3, to the x-coordinate. We then 
hâve the System —Zy—z +  9 =  0, —y-\-z- \-7 = 0 . Solving it, 
we find y = 4, z = —3. The point (3, 4, —3) lies on the stra­
ight line L (at its intersection with the plane x = 3  parallel 
to YOZ). In the same way, taking x =  0, we find the point
(o , — -  , at the intersection of L and the plane YOZ,
etc. It is also possible to assign various values to the y- or
2 -coordinate.

Example $ /  Détermine the coord inates ot some point on 
the straight line L:

j  Sx — 3y -J- 2z — 4 —0,
\  8 x —6«/ +  42 — 3 = 0

Unlike the preceding example, arbitrary values cannot 
be assigned to the x-coordinate. For instance, for x =  0 we 
get the inconsistent system —3t/ +  2z — 4 = 0 , — 6 y + 4 z  — 3 =  0. 
The straight line L is parallel to the plane ZOY. We can 
assign arbitrary values to the y - or z-coordinate; for in­

stance, putting z = 0, we get the point ^ , 0^ . For x 

we will always obtain the same value x = - |- s o  that the stra­

ight line L lies in the plane x = y  parallel to ZOY.
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14^/ The Direction Vector

A. Any (nonzero) vector a  {/, m, n\ lying on a straight 
line UV (or parallel to it) is called tne direction vector of 
that line. The coordinates l, m, n of the direction vector are 
called the direction numbers of the line.

Note. By multiplying the direction numbers /, m, n by 
one and the same number k (not equal to zéro), we get num­
bers Ik, mk, nk, which will also be 
direction numbers (these are the co­
ordinates of the vector ak, which is 
collinear with a).

B. For the direction vector of 
the straight line UV

Axx B x y D l =0 ,  (1)
A2x -(- B^y-\- C2z -|- D j= 0  (2)

we can take the vector product/VxX 
X yV2, where^i =  {Alf Bx, Cx} and 
N2 =  {A2, B2, C2} are normal vectors to the planes Px and Pt 
(Fig. 170) described by Eqs. (1) and (2). lndeed the straight 
line UV is perpendicular to the normal vectors Ni, /V2.

Example. Find the direction numbers of the straight line
2 x —2  ̂—z +  8 = 0 , x + 2 y —2z +  l = 0

Solution. We hâve ^  =  {2, —2, —l}, /V2 =  {1, 2, —2}. 
Taking a =  N iX N 2 for the direction vector of the given 
straight line, we find

« - { | i  r j | .  | —2 î | -  | î
The direction numbers will be 1=6 , m =  3, n = 6 .

Note. Multiplying these numbers by ~  , we find the direc­
tion numbers V = 2 , m' =  l, n' =  2. One can also take the 
numbers —2, — 1, —2 and so forth for the direction numbers.

144/ Angles Between a Straight Une 
and the Coordlnate Axes

The angles a, p, y formed by a straight line L (in one of 
its two directions) with the coordinate axes are found from 
the relations

_____1

VFïm*+n* *
cos a
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where /, m, n are the direction numbers of L.
T h i s  i s  a  c o n s é q u e n c e  o f  S e c .  1 0 1 .

The quantities cos a, cos p, cos y are called the direction 
cosines of the straight line L.

Exampley't'ind the angles formed by the straight line
2 )cr-2 y — 2 +  8 =  0, x +  2 y — 2 z +  1 = 0

with the axeVof coordinates.
Solution. For the direction numbers of the given straight 

line (Sec. 143, Example) we can take 1 =  2 , m =  1, n =  2 .
Hence cos a  =  2- — = — , cos P =  — , cos y =  — ; whence

V2*+\* + 2 2 3 3 3
a «  48°ir, P »  70°32\ y  w 48°H'.

145/Angle Between Two Straight Unes

The angle <p between the straight Unes L and L' (more 
exactly, one of the angles between them) is found from the 
formula

where /, m, n and m', n' are the direction numbers of the 
straight Unes L and V , or from the formula

cos <p =  cos a  cos a' +  cos P cos P' +  cos y cos V' <2J
This follows from Sec. 109.

f 2x—2y—z +  8 = 0 , 4 x +  y + 3 z —2 1 = 0 ,
\ x-\-2y—2 z +  1 = 0 ,  2x-\-2y—3 z +  15= 0

Solution. The direction numbers of the first line (Sec. 143, 
Example) are 1 =  2, m =  1,  ̂=  2. If for the direction vector 
of the second line we take the vector product {4, 1, 3 }x  
x{2 , 2, —3}, then the direction numbers will be —9, 18, 6.
Multiplying them by y  (to obtain smaller numbers, Sec. 143,

/r + mm'+zw'

Find the angle between the straight Unes
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Note), we get / =  — 3, m =  6, n =  2. We thus hâve
_____  2-(—3)+ 1 -6 + 2-2 4cos cp =  ..   =  —

Vr2*+l* + 2l V(—3)* + 6* + 2* 21
whence <p «  79°0r.

1 4 6 /Angle Between a Straight Une and a Plane

The angle between the straight line L (with direction 
numbers /, m, n) and the plane Ax-\-By-\-Cz-\-D = 0 is found 
from the formula

sin
VA* + B 2 + C* V l t + m t + n t

This follows from Sec. 145 (if <p is the angle between the straight 
line L and the normal vector \ a , B , C), then <p=90° ±  \|)).

Exampl^/ Find the angle between the straight line 
2>x—2y= 24 ,  3x — z =  —4

and the plane 6 x + 15y—• lOz +  31 = 0 .  We hâve / =  2, m =  3, 
n= 6 (Sec. 143) and nnd

sin <p 1 6 -2+  15-3 + ( —10)-6 1 
K 6 *+ 15* + (—10)4 y 2* + 3 , + 6 *

whence q> «  1°18'.

3
133

\4l/Conû\\\<m  of Parallellsm and Perpendlcularlty 
of a Straight Une and a Plane

The condition for a straight line with direction numbers 
/, m, n to be parallel to a plane Ax +  By +  Cz +  D = 0  is

Al +  Bm +  Cn= 0 (1)
•*«

It expresses the perpendicularity of the straight line and the 
normal vector {̂ 4, B , C}.

The condition for perpendicularity of a straight line and 
a plane (same notation) is

This expresses the parallelism of a straight line and a normal 
vector.
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148. A Pencll of Planes1»

The collection of planes passing through one and the same 
straight line UV is called a pencil of planes The line UV 
is the axis of the pencil.

If we know the équations of two distinct planes Px and P2

A\X-\- Bxy -\-Cxz -|- Di =  0, (1)
A2x-\-B2y +  C2z +  D2= 0  (2)

belonging to a pencil/ (i.e. the équations of the axis of the 
pencil: see Sec. 140), then every plane of the pencil may be 
represented' by an équation of the form
mi (A\X-\-È\y-^Cxz-\-D^)-\-m2 (A2x-\- B2y -\-C2z-\- =  Q (3)

Conversely, for any values of mlf m2 (not ail zéro simul- 
taneously) Eq. (3) represents a plane belonging to the pencil 
with axis UV. 2) In particular, for mx =  0 we get the plane 
P2 and for m2= 0 ,  the plane Px. Eq. (3) is called the équa­
tion of the pencil of planes. 3)

When ml ?= 0, we can divide Eq. (3) by mx. Denoting 
m2 :mx in terms of X we get the équation

A1x-\-B1y-\-Clz-\-Dl -\-X (A2x-{- B2y +  C2z +  D2) = 0  (4)
Here, ail possible values are given to the single letter X\ but 
from (4) we cannot obtain the équation of the plane P2. 

Example 1. Let there be given the équations
5x — 3^ = 0 , (5)
3z—4x =  0 (6)

of two planes of a pencil, i.e. the équations of the axis of 
the pencil. The équation of the pencil i.«

mx (5x — Zy)-\-m2 (3z — 4x) =  0 (7)
For example, taking mx =  2, m2 =  — 3 we will hâve

2 (5* -  3y) +  ( -3 )  (3z-4jc)=0 (Ô)
Eq. (8) or

22x—6 y —9z =  0 (8a)
represents one of the planes of the pencil.

»> Cf. Sec. 24.
a) See below: explanat ion of Example 1.
a) If planes (1) and (2 ) are parallel (but not coincident) , then 

Eq. (3) represents (for ail possible values of m lt m t ) ail the planes pa- 
rallei to the two given planes (parallel pencil of planes).
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Explanation.  On the straight line UV take an arb itrary  point 
M (x , y , z). Its coordinates x, y, z satisfy the Eqs. (5) and (61 and, 
hence/Eq. (8 ). This means that plane (8 ) passes through any point M 
of the line UV,  i.e. it belongs to the pencil.

Example 2. Find the équation of a plane passing through 
the straight line UV of Example 1 and through the point 
( 1 , 0 , 0 ).

Solution. The desired plane is given by an équation of 
the form (7). This équation must be satisfied for x = \ ,  y = 0, 
z = 0 .  Substituting these values into (7), we get 5mi—4ma =  0, 
or m1:m2=  4:5. We get the équation

4 (5*—3t/) +  5 (3z— 4x) =  0
or

5 z — 4 y = 0  
Example 3. Find the équations of 

the projection of the straight line L:
2* +  3 ÿ + 4 z  +  5 = 0 , I ,q
x —6y +  3z — 7 = 0  ( w

on the plane P
2x +  2t/ +  z + 1 5  =  0 (10)

Solution. The desired projection 
L' (Fig. 171) is a straight line along which plane P is eut by 
plane Q (drawn through L perpendicular to P). Plane Q be- 
longs to the pencil with axis L and is given by an équation 
of the form

(2x +  3y 4z +  5) +  ’k (x—6^-|-3z — 7) =  0 (11)

In order to find X give (11) in the form

(2 +  X) x -J- (3—6X) y + (4  -J- 3X) z-j-5—7X =  0 (113)
and write the condition of perpendicularity of the planes (10) 
and (lia):

2(2 +  X) +  2 (3—6X)+1 (4 +  3X )=0

From this we hâve X =  2. Putting it into (lia), we obtain 
the équation of the plane Q. The sought-for projection is gi­
ven by the équations

j  4x — 9y-\- lOz — 9 =  0,
| 2x +  2  ̂+  z + 15 =  0
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149. Projections of a Stralght Line 
on the Coordlnate Planes

Let a straight line be represented by the équations
I A1x +  B1i/-l-C1z-i-D1 =  0, (l)
l i42* + Æ2y +  C2z +  D2 =  0 (2)

where C1 and C2 are not simultaneously zéro (case C1= C 2= 0  
is considered below in Example 3). To find the projection of 
the straight line on the xy-plane, it suffices to eliminate z 
from Eqs. (l)-(2). The resulting équation (together with 
z =  0) will represent the desired p r o je c tio n .T h e  projections 
on the yz-'and zx-planes are found in similar fashion. 

Example 1. Find the projection of the straight line L
j  2x-\~4y—3z— 12 =  0, (3)
\  x—2i/ +  4z— 1 0= 0  (4)

on the xy-plane.
Solution. To eliminate z, multiply the first équation by 4 

and the second by 3 and add. This yields

4 (2x +  4(/—3z— 12)+ 3 (jc— 2t/ +  4z — 10) =  0 (5)
or

1 1 * +  10j/— 78 =  0 (6)

This équation together with the équation
z =  0 (7)

is the projection L' of the straight line L on the xy-plane.
Explanation.  Plane (5) passes through the straight line L 

(Sec. 148). On the other hand, as will be seen from (6 ) (which does 
not contain z), this plane (Sec. 124. Item 2) is perpendicular to the 
xy-plane. Hence, the straight line along which plane (6 ) intersects 
plane (7) is the projection of L on the plane (7) (cf. Sec. 148. Exajn* 
pie 3).

Example 2. The projection of the straight line L
j  3 * — 5|/ +  4 z— 12 =  0, (8)
\  2 x — 5 t/— 4 = 0  (9)

on the plane z =  0 is represented (in the plane coordinate 
System XOY) by Eq. (9). There is no need to eliminate the 
z-coordinate since it is already absent from Eq. (9). The

‘) See Example 1, Explanation.
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plane (9) is perpendicular to the jn/-plane; it projects the 
straight line L on XOY.

Example 3. Find the projections of the straight line L
2x—3 y = 0 ,  (10)

x +  y -  4 =  0 (11)
on the coordinate planes.

Solution. In both équations z is absent, so that both pla­
nes Px and P 2 (Fig. 172) are perpendicular to the xy-plane. 
The straight line L is perpendicular 
to XOY and is projected on the xy- 
plane in the point N with z-coor- 
dinate z #  =  0. From the System
(10)-(11) we W ^ = f ,  y N =

~  JL
~  5 •

The équation of the projection 
L' on the yz-plane may be found in 
the usual way by eliminating x from
(10) and (11). We get (/ =  - - ,  which
is the same equality found above for y^  (from the figure it 
is évident that the straight line L' is at a distance OB from 
OZ, equal to y^  =  AN). The équation of the projection L" on 

12the xz-plane is x =  — .

150. Symmetrlc Form of the Equation 
of a Straight Line

The straight line L passing through a point Af0 (x0, yQt z0) 
and having the direction vector a  {/, m, n } (Sec. 143) is gi- 
ven by the équations

x - x p  _ y - y 0 _  2 - 2, 
l ~  m ~  n

which express the collinearity of the vectors a { / ,  m, n\ and
M0M \x —x0, y —y0, z — z0) (Fig. 173). They are called the 
symmetric (standard) form of the équation of a straight line.

Note J. Since for the point M 0 we can take any point 
on L, and the direction vector a  may be replaced by a di­
rection vector ka (Sec. 143), an arbitrary value can be assig- 
ned separately to each of the quantities x0, yQ, z0, /, m, n.
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Example 1. Write the symmetric équations of a straight 
line passing through the-points A (5, —3, 2) and B (3, 1, —2) 
For M0 we can take the point A, for the vector a we can
take AB =  {— 2, 4, — 4}. The symmetric équations will then be

x - b  _ y  + 3 _ z - 2  
- 2  4 ~  - 4  W

But if we take B for M0 and the vector — -  AB =  {\> —2, 2j
for a, then the symmetric équations 
will be

* -  3  y -  l  2 -f 2
1 —  -  2 —  2 

Note 2. Of the three équations

x - 5 _ y + 3 5 _ z - 2 y+3 _ z - 2
1~2  4~ ’ 1 2  ~  * ~  “

(4)
contained in (2 ), only two (no matter  
.which) are independent,  while the third 
is a conséquence of them; for instance, 
subtracting the second from the hrst, 

we get the third. Each of the Eqs. (4) represents a plane passing 
through the straight line A B  perpendicular to one of the coordina- 
te planes. At the same time, it represents the projection of the s traight  
line A B  on the respective coordinate plane (Sec. 149).

Example 2. The symmetric équations of the straight line 
passing through the points Af0 (5, 0, 1), Afx (5, 6, 5) will be

x - 5 __y - 0 _  2 -  1
0 ~  6 — 4 (5)

je* 5The expression — is conventional, signifying (Sec. 102, 
Note) that x —5 =  0, so that in place of (5) we hâve to write

* = 5 . f  - 2 -  1 
4 (6)

The straight line is perpendicular to the x-axis
(since 1 =  0 ).

Example 3. The symmetric équations of the straight line 
passing through the points A (2, 4, 3) and B (2, 4, 5) will be

jc—2 __y —4 ___ 2 - 3
0 “  0 ~~ 2

This notation means that x =  2 and y =  4.
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The quantity z assumes various (any) values for distinct 
points of the straight line AB. AB is parallel to the z-axis 
(since l =  m =  0 ).

151. Reduclng the Equations of a Straight Line 
to Symmetrlc Form

In order to reduce the straight-line équations

j4i* +  Æit/ +  CiZ +  D i—0, (1)
A%x-{- B^y -\-C2Z-\- D j= 0  (2)

to symmetric form (Sec. 150), one has to détermine the coor- 
dinates x0t y„, z0 of some point lying on the straight line 
(Examples 4 and 5, Sec. 142) and the direction numbers /, 
m, n (Sec. 143).

Example 1. Reduce the straight-line équations

2x—3y—z-f-3 = 0 , 5x—y +  z —8 =Q

to symmetric form.
Solution. As in Sec. 142 (Example 4) we find on the given 

straight line the point Af0 (3, 4, —3), x0 =  3, y 0 =  4, z0 =  —3. 
Computing the direction numbers

- 3  - M  4 ; m — 1 2

- 1  i r " 4 1 5
1 2 —3 13n = L — 1

—

|5
we get the équations in symmetric form

x - 3  y -  4  2+3
- 4  “ '  - 7  ~  13

Example 2. Reduce to symmetric form the équations

x +  2y—3z — 2  =  0 , —3x +  4t/—6 z +  21 = 0

Assign some value to the y-coordinate or z-coordinate 
(an arbitrary value cannot be assigned to the *-coordinate; 
cf. Sec. 142, Example 5); for example, put y = 0. This gives 
the point Af0 (5, 0, 1). The direction numbers will be / =  0,
m =15 , /t= 1 0  or ^multiplying by 1 = 0 , m =  3, n =  2 .
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The symmetric équations are
x - 5  __ y _z — 1

0 ~  3 2

(cf. Sec. 150, Example §).
Example 3. The same for the straight line

x +  y —6 = 0 , x— y +  2 =  0

The values x0 and y 0 are fully determined by équations (3): 
x0 =  2, —4. To the z„-coordinate we can assign any value,
say z0= 3 .  ^We then find the direction numbers 1 =  0, m = 0, 
n =  2. This yields the symmetric form of the équation (cf. 
Sec. 150, Example 3):

152. Parametrlc Equations of a Straight Line

Each of the ratios (Sec. 150) is equal
to the quotient (Sec. 90) obtained by dividing the vector

by the (collinear) vector a U, m, n}. Dénoté this quotient 
by t. Then

These are the parametric équations of a straight line. 
When the quantity t (parameter) takes on various values, 
the point Af (je, y % z) moves along a straight line. When 
1 =  0 it coïncides with M0; positive and négative values of 
t correspond to points located on the straight line on either 
side of M0.

In vector form, the three Eqs. (1) are replaced by one:

x - 2 _y - 4 ___2 -  3
0 0 2

MçM {x—x0, y— y#, z —z9\

( 1)

r = r 0+ a t (2)
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153. The Intersection of a Plane with 
a Stralght Line Represented Parametrlcally

A common point (if such exists) of the plane P
Ax +  By +  Cz +  D =  0 (1)

and the straight line L
x = x 0 +  l t , y = y 0 +  mt, z =  z0 +  n/ (2)

is found from formulas (2) if into (2) is substituted the value 
of / as defined from the équation l)

( A lB m - \ -C n )  t-\-Ax0 -{-By0 -\-Cz0-\-D =  0  (3)

This is obtained if expressions (2) are substituted into (1). 
Example 1. Find the point of intersection of the plane

2jc +  3ï/ +  3z— 8 = 0
with the straight line

X + b   t / - 3   Z +  3
3 -  1 2

Solution. In parametric form, the équations of the straight 
line will be

jc =  —5 +  3/, y =  3 — /, z =  —3 +  2/ (4)

Substituting into the équation 2x +  3«/ +  3z—8 = 0 , we get 
9 / _  18=0, whence / =  2. Putting this value into (4) we ob- 
tain x =  1, y =  1, z = l .  The desired point is (1, 1, 1).

Example 2. Find the point of intersection of the plane
3 x + 0  — 4z—7 = 0  with the straight line of Example 1.

Solution. In the same manner we get 0 - /—7 = 0 ; this
équation has no solution. There is no point of intersection 
(the straight line is parallel to the plane).

Example 3. Find the point of intersection of the plane
3x +  y — 4 z = 0  with the straight line of Example 1.

Solution. In the same manner, we get 0 • / +  0 = 0 ; this
équation has an infinity of solutions (the straight line lies 
in the plane).

Note. Taking advantage of the parametric eauations (4), 
we introduced a fourth unknown / and obtained four equa-

*) In exceptional cases, Eq. (3) may not hâve any solution (see 
Example 2 below) or it  may hâve an infinity of solutions (see Examp* 
le 3 below).



190 HIGHER MATHEMATICS

tions (in place of the three that are given). This complica­
tion is compensated for by the greater facility of solving the 
System.

154 . The Two-Polnt Form of the Equations 
of a S tralght U n e

A straight line passing through the points Mx (jcx, ylt zx) 
and M2 (x2, ^2» z2) is given by the équations

* - * 1  __ y-y* ■
* « - * 1  y2~~y 1 Zz-Zi  v ;

For examples see Sec. 150.

155 . The Equation of a Plane Passing Through 
a Given Point Perpendlcular 
to a  Given S tralght U ne

A  plane passing through the point Af0 (x0, y0, z0) perpen- 
dicular to the straight line

x - x x _ y - y x _ 2 -* i  
l x m t n x

has a normal vector {/lf mlt rix} and, hence, is represented 
by the équation

h (x — *o) +  rni (y —0o) +  *i (z —z0) =  0 
or, in vector form,

(r — r 0) = 0
E x a m p le . A  plane passing through the point (— 1, — 5 , 8) 

perpendicular to the straight line =  =  is represen­
ted by the équation 2 (y -f- 5) +  5 (z—8) =  0,.or

2y-\-5z— 3 0 = 0

1 5 6 . The Equations of a  S tra lgh t U ne  
P assin g  Through a  Given Point Perpendlcular  
to  a Given Plane

The straight line passing through the point Af0 (x0t y0, z0) 
perpendicular to the plane A x + B y - \ -C z- \ -D = 0  has the 
direction vector {A, Bt C} and, hence, is given by the sym-
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nietric (Sec. 150) équations
*-*■, _  y-Un _  /I ^

A B C 1 ;

Example. The straight line passing through the origin 
perpendicular to the plane 3x-\-Sz — 5 =  0 is given by the
symmetric équations =  =  or the parametric (Sec. 152)
équations x =  3t, y =  0, z — bt.

157. The Equation ot a Plane Passing Through 
a Given Point and a 6lven Straight Line

A plane passing through the point Af0 (x0, y0, z0) and the 
straight line L

x - x t _  y - y i _  2 — Z\ 
l m n ( i )

which does not pass through is represented by the équ­
ation

* —*o y - y *
x i—x0 y Y — y* 

l m

* —zo 
zi — zo

n
=  0 (2)

or, in vector form,
(r—r0) (r ! —r0) a = 0  (2a)

The équation (2), or (2a), exp­
resses coplanar i ty  of the vectors
(Fig.  1J4) ÂïoM, and
a  {/, m , n J .

Example. A plane passing Fig .  174
through the point At0 (5, 2, 3) and the straight line

x+ 1 
2

is given by the équation

y+1 2-5
I 3

x — 5 y — 2 z — 3 
- 6  - 3  2

2 1 3
= 0

i. e.
x — 2 y — \ = 0
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Note. If straight line (1) passes through the point Af0, 
then Eq. (2) becomes an identity and the problem has an 
infinity of solutions (we get a pencil of planes with axis L; 
Sec. 148).

158. The Equation of a Plane Passing 
Through a Glven Point Parallel 
to Two Glven Straight Lines

A plane passing through a point M0 (x0f y0, z0) parallel 
to given (mutually nonparallel) straight Unes Lx and L2 (or 
to vectors Oj and a2) is represented by the équation

x —x0 y —y0 z 2 q
k  « î  «i
l2 m2 fi2

=  0 ( 1)

where llt mlt nx and /2, m2, n2 are the direction numbers 
of the given straight Unes (or the coordinates of the given 
vectors). In vector form

( r —r 0) d ia 2 =  0 (la)
Eq. (1) or (la)  expresses the coplanar ity of the vectors A*0M, 

a t , a t (Af is an arb itrary  point in the desired plane).

Note. If the straight lines Lx and La are parallel, i.e . 
if and a 2 are collinear, then Eq. (1) becomes an identity, 
and the problem has an infinity of solutions (we get a pen­
cil of planes with axis passing through the point Af0 paral­
lel to the given straight lines).

159. The Equation of a Plane Passing 
Through a Glven Straight Line and Parallel 
to Another Glven Straight Line

Let Li and be nonparallel straight lines. Then a plane 
passing through Lt and parallel to the straight line La is 
given by the équation

* —*i y —yi z —*i 
h  mi ni
l2 m2 fi2

=  0 ( 1 )

where xlt y lt zt are coordinates of some point M 1 of Lx. 
Here we hâve a particular case of Sec. 158 (Mi playing the 
rôle of Af0). The note in Sec. 158 remains valid.
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160. The Equation of a Plane Passlng 
Through a Glven Stralght Une and Perpendicular 
to a Glven Plane

A plane P passing through a given straight line Lx
x - x x _ y ~ y x z - 2t t

li mx nx 
and perpendicular to a given plane Q

A x + B y + C z  +  D = 0  (2)
(not perpendicular to Lx) is represented by the équation

* —*t y —yi *—*i 
lx mx nx 
A B C

=  0 (3)

In vector form
( r —r x) a xN = 0 (3a)

Explanatlon.  The plane P passes through the straight line L x and 
is parallel to the normal A t{ a ,  B,  c}  to plane Q (cf. Sec. 159).

Note. If the plane (2) is perpendicular to the straight
line (1), Eq. (3) becomes an identity and the problem has
an infinityof solutions (see Sec. 158, Note).

The projection of a straight line on any plane. Plane (3) 
projects the straight line Lx on the plane Q. Hence the
straight line L't which is the projection of Lx on the plane
Q, is given by the System of équations (2)-(3) (cf. Sec. 149).

161. The Equations of a Perpendicular Dropped 
from a Given Point onto a Glven Straight Line

A perpendicular dropped from a point Af0 (xQt y0t z0) onto 
a straight line

x - x x _ y - y t _ 2~ 2x 
/, m, n t 0 )

that does not pass through M0 is given by the équations

' ^i(x—Xo)+ml (y—y0) +  nl (z—z0)
x —x0 y —y q z—z0

* i—*o yi — I/o —
K U m\ ni

(3)
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or, in vector form, by the équations

| <*i (r—ro) =  0, (2a)
\  (r—r0) ( r ,— r0) a ,  =  0 (3a)

Taken separately, Eq. (2) represents a plane Q (Fig. 175) 
drawn through M0 perpendicular to Lx (Sec. 155), while 

Eq. (3) represents plane R drawn 
through the point M0 and the 
straight line Lx (Sec. 157).

Note. If the straight line Lx 
passes through the point Af0, Eq.
(3)becomes an indentity (Sec. 120) 
(an infinity of perpendiculars to L 
can be drawn through a point taken 
on the straight line L).

Example. Find the équation of 
the perpendicular dropped from the 
point (1, 0. l)ontothe straight line

x = 3 z  +  2, y = 2 z  (la)
Also find the foot of the perpendi­
cular.

Solution. Eqs. (la) may be written in symmetric form 
(Sec. 151) as

(lb)x - 2 _____  2_
3 ~ T _  1

The desired perpendicular is then given by the équations

x — 1 y z — 1 
2— 1 0 0— 1 

3 2 1

or, after simplifications,

3jc +  2y +  z — 4 =  0, 
x — 2 y-\-z — 2 =  0

The coordinates of the foot K of the perpendicular may be 
found by solving the System of three équations (lb), 
(2c). Eq. (3c) should be satisfied by itself. We obtain 

il 2 i

> ) = o . (2b)

=  0 (3b)

(2c)
(3c)
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Note.  The System of three équations (lb)-(3c) has an infinity of 
solutions because the plane R passes through the straight line L t and 
does not intersect it.

162. The Length of a Perpendicular Dropped 
from a Glven Point onto a Glven Straight Line

Given: point M0 (x0, y0t z0) and straight line Lx represen- 
ted by Eq. (1), Sec. 161. lt is required to find the distance 
from M0 to LXy i.e . the length of the perpendicular MqK 
(Fig. 175) dropped from M0 onto Lx.

One can first find the foot K  of the perpendicular (Sec. 
161, Example) and then the length of the segment M0K. 
A simpler way is to apply the formula (in the notation of 
Sec. 161)

yo—yi *o— 
"h____

2 *<►-*! *0 — *1 
n , /,

2
+ * i — ■*i y»—yi

/ ,  m,

or, in vector lorm,

V  /î +  m? +  /iî

_ Y [ ( r < > — r,)xgi]»d =
a?

( 1)

( la )

The numerator o! expression (la) is (Sec. 111) the area of a parai* 
lelogram M XM 0BA  (Fig. 176, where M xA = a t ) 
and the denominator is the length of the 
base M xA.  Hence, the fraction is equal to the 
alti tude Afo/C of the parallelogram.

Example. Find the length of the 
perpendicular dropped from point 
MoO»0» 1) onto the straight line x =
=  3 z + 2 , y = 2 z.

Solution. In the example in Sec. 161 
we found

k {t ' ~ t - _ t )
Consequently,

d = |  /M0A' | =
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Now apply formula (1). According to (lb). Sec. 161, we hâve
=  1, so that

=  —  2,

=  4,

1=  —2

*i =  2, </i =  0.

©II*7 /j =  3, m i =
y o — y i * 0  —  * 1  

n i
=

20 — 2, 
n i

H o 1

=

X o — X i

11

y o — y i

m i

=

0 1 
2 1 
1 — 1 
1 3
— 1 0| 

3 2
We obtaîh

d = V (- 2)* +4 *  + (~2)*  = q /  3
V ’s*+2 2+]* y  7

163. The Condition for Two Stralght Lines Intersectlng 
or Lylng In a Single Plane

If the straight lines
X — z~z»

/, mt n t * (1)
X - x t _  u - y 2__z - z t

l2 m 2 nz (2)

a single plane. then

*2 —*1 y 2 y \  z 2 z i
h m, n, =  0 (3)
h n%2 /Ï2

vector form,
(rt —r x) a xa 2 =  0 (3a)

Conversely, if Condition (3) is fulfilled, then the straight lines 
lie in a single plane.

Explanation.  If the straight lines (1) and 
(2) lie in a single plane, then the straight line 
M ,M 2 (Fig. 177) also lies in that plane, i. e.

, the vectors M .M 2, a , ,  a t are coplanar (and 
r f M d S u U M  conversely) Tnis is what Eq. (3) expresses (see 
'  1 Sec. 120).

Note. If |L =  — = — (here, (3) will de- l2 ms n2 1 v '
tinitely be satisfied], then the straightFig. 177
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lines are parallel, otherwise the straight Unes satisfying 
Condition (3) intersect.

Example. Détermine whether the straight lines
x    y  z
1 2 3 *

x+ 1 _ y -  1 __z+ l
2 1 4

O)

(2)

intersect, and if they do, at what point. 
Solution. The straight lines (1) and

since the déterminant (3) equal to

(2)
1

1 2 
2 1

lie in one plane 
— 1

3 vanishes.
4

These lines are not parallel (the direction numbers are not 
proportional). In order to find the point of intersection, we 
hâve to solve a System of four équations (1), (2) in three 
unknowns. As a rule, such a system does not hâve any solu­
tions, but in the given case [because Condition (3) is fulfilled] 
there is a solution. Solving a system of any three équations, 
we get x = \ ,  y = 2, z =  3. The fourth équation is satisfied, 
The point of intersection is (1, 2, 3).

164. The Equations of a Line Perpendlcular 
to Two Given Straight Lines

The straight line UV intersecting two nonparallel straight 
lines (L, and L2 in Fig. 178)

x - x x _ y - y x _ z - z x 
/, m x nx *

x - x 1 =  y - y t _ z - z t 
l t m t nt

and perpendicular to them is represented (in vector form) by 
the équations

( r—r x) a xa = 0, (1)
( r —r , ) a ,a = 0  (2)

where a x =  \ l x, mx, «ij, a t = \ l tK mt , /t,} and a = a ,x a ,.
Taken separately, Eq. (1) is the plane Px drawn through 

the straight line Li parallel to the vector a =  ü iX a z (Sec. 159). 
Similarly, (2) is plane P2 drawn through L2 parallel to a.
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Point /Ci, where UV intersects Lx, is found at the inter­
section of Lx with the plane P2- Similarly, we find, the point 
K 2 and then the length of the common perpendicular /Ci/C2.

Note. If Lx and L2 are parallel [then a =  0 and Eqs. (1), 
(2) become identities], there is an infinity of straight Unes

UV. To obtain the équation of one of them, take on Lx 
(Fig. 179) an arbitrary point K x and form the équation of 
the straight line passing through K x in the direction of the 
vector a xX b t where b =  a xX (r 2 — r x).

Example I. Find the équations of the perpendicular to the 
straight lines

x = 2  +  2t, y = l  +  4/, z =  — 1 — t y (3)
x = — 3 1 + 3 /', y =  6  +  2 t \  2 =  3 +  6/' (4)

Solution. We hâve a x =  {2, 4, 
a =  a 1x a 2 =  {26, — 15, —8}.

The desired perpendicular is given

- 1 } .  a2 =  { 3, 

by the équations

2. 6},

x —2 0 - 1 2 + 1
2 4 — 1

26 — 15 —8
x +  31 y— 6 2 - 3

3 2 6
26 ' — 15 —8

or, after simplifying.

I 47x+10y +1342 +  30 = 0 ,  (5)
\  74* +  180ÿ—97z +1505 =  0 (6)
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The point Kx of intersection of the common perpendicular 
with the straight line (3) is found from the System (3)-(6). 
We get K x (—2, —7, 1). Similarly, we find /C2 (—28, 8, 9). 
The length d of the common perpendicular is

d =  V  (—2 + 2 8 )* + (—7 —8)* +  (l — 9)*=  /§ 6 5
Example 2. Find the équations of the line perpendicular 

to the straight Unes
* =  2 +  2/, y =  3 + 2 /,  2 =  /, (7)
* =  5 +  2/', 0 = 4  +  2/', z = l  +  /' (8) 

The lines are parallel: a 1 =  aa =  {2, 2, 1}, r 2—r 1 =  {3, 1,1}, 
ft =  a 1X(r2—r x) =  { 1, 1, — 4}. The direction vector of the 
common perpendicular a!X& =  { — 9, 9, 0} or, multiplying 
by , { — 1, 1, 0}. For the initial point we take an arbit-
rary point /Ct (2 +  2/; 3 +  2/; /) of the line (7). We obtain 
the équation of the common perpendicular

*-<2 + 2 0  _  0 - 0  + 2 0  _ Z - t  /n\
-1 ~  1 ~  0

where / is an arbitrary number. To find the point K 2 of 
intersection of the common perpendicular (9) with the straight 
line (8), substitute expression (8) into Eq. (9). This yields

3 + 2 ( / ' - / ) _  i + 2 < r - o  i + < r - o  
- 1 l o

Any one of these équations yields /' =  / — 1; substituting into 
(8), we get K 2 (3 +  2/, 2 +  2/, /), so that

d = \ K xK2\ =
=  / 1(3 + 2 0  -  (2+20]a +  [(2+20 -  (3+201*+ U -  0* =  /  2

165. The Shortest Distance 
Between Two Straight Lines

The shortest distance between the straight lines Lx and L2 
is the length d of their common perpendicular. It can be found 
by forming the équations of the common perpendicular (Sec. 
164, Examples 1 and 2). A simpler way, however, is to find 
d directly.

(1) If Lx and L2 are not parallel (Fig. 180), then
^ _  1 (rt - r x) a ,q t | _  | |

1 fljXfl* I y  <ûlXa,)*
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(rlt r 2 are the radius vectors of the points M v  M2; a lt a 2 
are the direction vectors of the straight Unes Llt L2).

The numerator of the fraction (1) is (Sec. 121) the volume of a

parallelepiped constructed on the vectors AfjAf,, a , .  at . The denomi- 
nator is the area of its base (Sec. 111). Consequently, the whole frac­
tion is the alt itude K tK t - d .

For intersecting straight lines (the vectors K 1K 2. a , .  a t are cop­
lanar), formula (1) yields d — 0. Forparallel  straight lines (the vectors
a t , at are collinear) it. fails ^yielding

(2) If the straight lines Lv L2 are paraliel (Fig. 181), 
then

| ( r , - r 1>xa1 l _ % î - r t)Xfl1] > 

1 ° * 1
(2)

(in place of a 1 we can take a2).
The numerator of the fraction (2) is the area of the parallelogram 

Af|MfDC, the denominator  is the length of the base M,C. The whole 
fraction is the alt i tude K tK t =d.

Example 1. Find the shortest distance between the straight 
lines of Example 1, Sec. 164 [rx =  {2, 1, — l}, r2 =  { — 31, 
6, 3}. Oj =  {2, 4. - 1 } .  a , =  {3. 2, 6}].

Solution. The lines are not paraliel. We hâve

atxat — | |  j  l — 1 2 
6 3 3 2 | h {26’ ” '5’

(r2 — r x) a xa2=  —33-26 +  5-(— 15) +  4-(—8) =  - 9 6 5
Formula (1) yields

d  _____________ 965_______
— ^26* + ( -  15)2 + ( -8 )*

^965
V 965
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Example 2. Find theshortest distance between the straight 
Unes of Example 2, Sec. 164 [ai =  a 2 =  {2, 2, H, r 2—ri =  
= = {3 ,1 ,1 }].

Solution. The Unes are parallel, and formula (2) yields

d = v -I!
3 1 
2 2

y  2*+2j+1
=  V2

Note. A sign can be prefixed to the shortest distance bet­
ween straight lines (if they are not perpendicular and not 
parallel) (see Sec. 165a).

165a. Rlght-Handed and Left-Handed Pairs 
o! Straight Lines

Définition. A pair of nonperpendicular skew lines Llf 
(Fig. 180) is called right-handed if for an observer standing 
on the extension of some transversal K\K% beyond L2 the 
shortest. rotation of Lx to a position parallet to L2 is perfor- 
med counterclockwise. Otherwise the pair Llt L2 is left- 
handed.

Note 1. A right-handed pair remains right-handed and a 
left-handed pair left-handed irrespective either of the choice 
of points Ki, K2 on the lines Llf L2 or of the labelling of 
the straight lines (the first may be labelled La and the se­
cond Li). Indeed, although the rotation will be reversed, 
the observer will now be on the continuation of the trans­
versal beyond the straight line Llt so that for him the di­
rection of the rotation remains unchanged.

Note 2. The concepts of a left-handed and right-handed 
pair are meaningless with respect to the straight lines Lit 
L2 lying in a single plane and also with respect to perpen­
dicular lines.

Example. If in going in or out, the handle of the cork- 
screw tums through 60°, then the initial and terminal positions 
of the axis of the handle form a right-handed pair of straight 
lines (if for the straight line Lx we take the axis of the 
handle in the upper position, then the observer mentioned 
in the définition must look upwards; otherwise, downwards). 
In a rotation of the handle through 120° the initial and 
terminal positions of the axis form a left-handed pair.

Test for right-handedness and left-handedness. Let a lfa2 
be some (nonzero) vectors collinear with the straight lines
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Lv  L2. If the triple scalar product K YK2a ifl2 is of the same 
sign as the scalar product a xa2t then the pair Llf L2 is 
right-handed; if the signs are opposite, then it is left-handed.

When Â1/C2û i«2= 0 , the Unes Lx, L2 lie in one plane; 
when a 1a2 —0, the lines Llt L2 are perpendicular. In neither 
case is the pair Llt L2 right-handed or left-handed (see 
Note 2).

The sign of the shortest distance between two straight 
lines. To the shortest distance between nonperpendicular 
intersecting Unes we can prefix a sign: positive if the pair 
is right-handed, and négative if it is left-handed.

Using the letter 6 to dénoté the shortest distance between 
straight lines (with sign taken into considération) we hâve 
the following formula in place of (1), Sec. 165:

<*!<»« ( r , - r t ) a xa t ..
|f ljat | I a, x « i  | W

It also holds true for intersecting (but not perpendicular) 
lines and then yields 6 = 0 .  For perpendicular lines, for­
mula (1) does not hold true because the first factor -  a'a* , x ' I a xa t |
becomes indeterminate, (if the straight lines are not per­
pendicular, then the first factor is equal either to + 1  or 
to — 1). Neither is (1) valid for parallel lines, since the se­
cond factor becomes indeterminate. See Note 2.

166. Transformation of Coordlnates

1. Translation of the o rig in . When a System of coordlnates O X Y Z  
is replaced by a new System O 'X 'Y 'Z '  having axes in the same d i­
rections, the old coordinates (x, y , z) of a point are expressed in terms 
of the new coordinates (x ' ,  y ', z') by the formulas

x = a + x ' t y = b + y z = c + z '  (IJ
where a, b, c are the coordinates of the new origin O' in the old 
System (cf. Sec. 35).

In this replacem ent, the coordinates of any vector remain 
unchanged.

2. Rotation of axes. When replacing a System O X Y Z  by a new 
System O 'X 'Y 'Z '  w ith  the same origin, the old coordinates of a point 
are expressed by new formulas:
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where (/', /) is the angle between the vectors / '  and /, l.e. between
the new and old axis of abscissas, ( j ' ,/) 1s the angle between the 
new ax is of ordinates and the old axis of abscissas and so forth . *) 

In th ls substitu tion , the coordinates of any vector are transfor- 
med in accordance w ith the same formulas.

Note. Of the nine q u an tities  cos ( / ', /), cos ( / ',  J) ,  etc., any three 
may be specified in a rb itra ry  fashion, the other six satlsfy the rela­
tions

and

cos* (/, / ')  + cos* (/, y')+cos* (/, A ')= l, 

cos* (/, /')+cos* (J, J ' )+ cos* {J, k')=  1, 

cos* (A, i')  + cos* (A, ./O + cos* ( tt , * ')= !

c o s  (tfï')  c o s  ( / Y )  + c o s  (l?j') c o s  ( y ,  y ' )  + cos ( / f V )  c o s  (/Ck') = 0, 
c o s  ( / ,  / ' )  c o s  (k, / ' )  +  c o s  ( / ,  y ' )  c o s  ( * , y ' )  +  C OS ( / f V )  c o s

/N /\  /\ / \
c o s  (y, / ' )  c o s  (k, i') + c o s  C /, y ' )  c o s  (A , y ' ) + c o s  ( y ,  A ^ c o s  (k, k')=0

(3)

(4)

R elations (3) follow from (4), Sec. 101, and relations (4) follow 
from (2), Sec. 145

167. The Equation of a Surface

An équation relating the coordinates x , y % z is called the 
équation of a surface S if the following two conditions hold:
(1) the coordinates x, y, z of any point of the surface 5  sa- 
tisfy this équation, (2) the coordinates x, y , z of any point 
not lying on the surface S do not satisfy this équation 
(cf. Sec. 7).

Note. If we change the System of coordinates, then the 
équation of the surface will change (the new équation will 
follow from the old équation by means of the formulas for 
transforming coordinates, Sec. 166).

Example 1. The équation x + y + z — 1 = 0  is an équation 
of a plane surface. Given a properly chosen rectangular coor- 
dinate System, the same surface may be represented by any 
other first-degree équation.

Example 2. The surface of a sphere of radius R with 
centre at the origin is given by the équation

*a +  ya +  za= tf*  (1)

because (1) if the point M (x, y , z) lies on this surface, the

*) Each of the coefficients of the new coordinates is the coslne of 
the angle between the corresponding new axis and the old axis asso- 
c ia ted  w ith  the coordinate w ritten on the left side.
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distance OAf =  Y  x%Jr y* +  z2 is equal to the radius R and, 
hence, Eq. (1) is satisfied; (2) if M does not lie on the sur­
face, then OM R t and Eq. (1) is not satisfied.

Example 3. A sphere of radius R with centre at the 
point C(a, b, c) is given by the équation

An équation relatlng the coordlnates x, y, z  is capable of repre- 
sentlng other géométrie images or none at ail (cf. Sec. 58).

Example 4. The equat'on  x*+yt +zi + 1=0 does not represent any 
géométrie image a t ali because it has no (real) solutions.

Example 5,; The équation x t + y*+z* = 0 which has a unique real 
solution x = 0 , Jr=0, 2 = 0  represents a point.

Example B.^The équation (x -y )*+  (z-y)*  = 0 is satisfied only when 
x - g = 0  and z - y =  0 sim ultaneously; it represents the straigh t line 
Xssyasz.

168. Cyllndrlcal Surfaces Whose Génératrices Are Parallel 
to One of the Coordlnate Axes

A surface générated by the motion of a straight line (ge- 
neratrix) which is parallel to some fixed line is called a cy- 
lindrical surface. Any line intersected by the generatrix in

Any équation which does not hâve the z-coordinate and 
represents some line L in the xy-plane represents in space 
a cylindrical surface whose generatrix is parallel to the 
z-axis and the line L is the directrix.

Example 1. The équation

(x -a )*  +  (y -b )*  +  ( z - c Y  =  R* (2)

any of its positions is called a 
directrix.

Fig .  182 Fig .  183

( 1)
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is, in the xy-plane, an ellipse AB A'B' (Fig. 182) with se- 
miaxes a = O A f b=O B.  In space it is a cylindrical surface S 
whose génératrices are parailel to the z-axis and whose di- 
rectrix is the ellipse AB A'B' £elliptic cylinder).

Exam ple 2. The équation — | r = l  represents a cylind­
rical surface (Fig. 183) whose génératrices are parallel to the 

z-axis and whose directrix is the 
hyperbola 
cylinder)

CDC'D' (hyperbolic

Example 3. The équation y2^=2px is a parabolic cylinder 
(Fig. 184).

An équation not conta in ing the x (or y) coord inate is a 
cylindrical surface whose generatrix is parallel to the x-axis 
(or y-axis).

Example 4. The équation y2= 2 p z  is a parabolic cylinder 
located as shown in Fig. 185.

Note. If tne directrix is a straight line, then the cylind- 
rical surface is flat. Accordingly, the équation Ax-\-By-[-D— 
= 0  represents a plane in space parallel to the z-axis (cf. 
Sec. 124, Note).

169. The Equations of a Line

A line may be regarded as the intersection of two sur­
faces and, accord ingly, may be represented by a System of 
two équations.

Two équations (taken together) relating the coordinates 
je, y, z are called the équations of the line L if the following 
two conditions are fulfilled: (1) the coordinates ôf any point 
M of the line L satisfy both équations; (2) the coordinates
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of any point not lying on the line L do not satisfy both 
équations at once (although they may satisfy one of them; 
cf. Sec. 140).

Example 1. The two équations y —z = 0 , x—z = 0  repo­
sent a straight line as an intersection of two planes (cf. 
Example 1, Sec. 140).

Example 2. The two équations

x2 +  y2+ z 2= a 2, y = z

reposent separately (the first) a sphere of radius a (Fig. 186) 
with centre at the point O and (the second) a plane LOX 

(the straight line OL bisects the 
angle YOZ). Together, these équa­
tions reposent the circumference of 
a great circle ALK.

Note î.  One and the same line 
can be represented by different 
(équivalent) Systems of équations 
because it may be obtained as the 
intersection of various pairs of sur­
faces.

N ote 2. A  System o f  t w o  é q u a t i o n s  
c a n  r e p o s e n t  g é o m é t r i e  i m a g e s  o t h e r  
t h a n  a  l i n e  o r  n o  g é o m é t r i e  i m a g e  a t  a l i .

E x a m p l e  3 .  T h e  S y s t e m  o f  é q u a t i o n s  * * + ^ * + z t  =  2 5 ,  z=  5  r e p r e -  
s e n t s  a  p o i n t  ( 0 ,  0 »  5 )  a t  w h i c h  t h e  p l a n e  z = 5  t o u c h e s  t h e  s p h e r e  
x* + y t + z t = 2 5 .

E x a m p l e  4 .  T h e  S y s t e m  o f  é q u a t i o n s  x 2+ y t + z*= 0, x + y + z=  I d o e s  
n o t  r e p r e s e n t  a n y  g é o m é t r i e  i m a g e  a t  a i l  b e c a u s e  t h e  f i r s t  é q u a t i o n  
i s  s a t i s f i e d  o n l y  b y  t h e  v a l u e s  * = 0 ,  y=  0 ,  b u t  t h e s e  f a i l  t o  s a t i s f y  
t h e  s e c o n d  é q u a t i o n .

170. The Pro)ectlon of a U ne on a  Coordlnate Plane

1. Let a line L be given by two équations, orie of which 
contains z and the other does not.1) Then the second repre- 
sents a "vertical” cylindrical surface and, on the xy-plane, 
the directrix Lx of this surface (Sec. 168); the projection of 
the line L on the xy-plane lies on theL, line (covering it enti- 
rely or in part).

*) I f  n e i t h e r  é q u a t i o n  c o n t a i n s  z ,  t h e n  L  i s  a  v e r t i c a l  s t r a i g h t  
l i n e  ( o r  s e v e r a l  s u c h  U n e s ) ;  i t  i s  p r o j e c t e d  o n  X O Y  a s  a  p o i n t  ( c f .  
S e a .  1 4 9 ,  E x a m p l e  3 ) .
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Example 1. The équations

« = y + - y -  x * + y * = l

represent (Fig. 187) the line ABAXBX (ellipse) along which 
the plane z = j / +  -|- (plane P in Fig. 187) and the circular
cylindrical surface x2-{-y2= \  intersect. In the xy-plane, the 
équation x2-\-y2— \ represents the circle A'B'A\g j. The pro­
jection of the line ABAXBX coïn­
cides with the line A'B'A XB'V

Example 2. The équations
x2 +  y2-\-z2 =  a2, y — mx

represent (Fig. 188) a great circle 
(“meridian”) APA'P' of the sphere 
O as the intersection of this sphere 
with the plane y = m x  (the plane/? 
in Fig. 188). The équation y = m x  
represents the straight line UV in 
the xy-plane. The projection of 
the meridian APA'P' on the xy- 
plane lies on UV, but covers only 
a part of it, the segment AA'.

2. Let both équations representing L contain z; then z 
has to be eliminated from the given équations in order to 
find the projection of the line L on the xy-plane.!) The 
équation obtained by this élimination represents, in the xy- 
plane, a line L' on which the desired projection lies (cove- 
ring it completely or partially). Similarly, we find the pro­
jections of the line on the xz-plane and yz-plane.

This follows from Item 1.

Example 3. Let us consider a circle (ALK in Fig. 189) 
represented (cf. Sec. 169, Example 2) by the équations

x2+ y 2+ z 2 =  a2, (1)
y=* (2)

Fig. 187

() To e l i m i n a t e  z  f r o m  t h e  t w o  é q u a t i o n s  m e a n s  t o  f i n d  a  t h i r d  
é q u a t i o n  n o t  c o n t a i n i n g  z  a n d  s a t i s h e d  f o r  a i l  t h o s e  v a l u e s  o f  x  a n d  y  
w h i c h  s a t i s f y  t h e  S y s t e m  o f  t h e  t w o  g i v e n  é q u a t i o n s .
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To find its projection on the xy-plane, eliminate z from
(1) and (2) This yields the équation

x2 +  2y2 =  a2 (3)

which, in the xy-plane, represents the ellipse AL'K' with se- 
miaxes OA = a ,  OU =  —̂ =r. The projection of the circle ALK

covers the ellipse AL'K' enti- 
rely.

To find the projection of the 
circle ALK on the xz-plane, 
eliminate y from (1) and (2). 
This yields

x2 +  2z2 =  a2 (4)

which, in the xz-plane, repre­
sents an ellipse of the same di­

mensions as AL'K'. The projection of the circle covers this 
ellipse completely.

There is no need to eliminate x in order to find the pro­
jection of the circle ALK on the yz-plane because one of the 
équations (y =  z) does not contain x anyway. In the yz-plane, 
the équation y =  z represents the entire line UV, but the de- 
sired projection only covers a portion of it (the segment 
NL).
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171 . A lgebraic S u rfaces and Thelr Order

An algebraic équation of the second degree (in three un- 
knowns x, y , z) is any équation of the form 

Ax2+  By2 +  Cz2 +  D xy+ E yz  +  Fzx-\-Gx-{-Hy-\-Kz +  L = 0
where at least one of the six quantities A, B, C, D, E, F is 
nonzero. Algebraic équations oi any degree are defined simi- 
larly (cf. Sec. 37).

If a surface S is represented in some rectangular coordi- 
nate System by an nth-degree équation, then in any other rec­
tangular System of coordinates it will be represented by an 
équation of the same degree (cf. Sec. 37).

A surface represented by an nth-degree équation is called 
an algebraic surface of the nth order. Any surface of the first 
order is a plane. Surfaces of the second order (quadric surfa­
ces) are considered in the following sections.
172. The Sphere

The second-degree équation
x2 +  y2 +  z2= R 2 (1)

represents (Sec. 167, Example 2) a sphere of radius R with 
centre at the coordinate origin. If the origin does not coïncide 
with the centre of the sphere, then the latter is also represen­
ted by a second-degree équation, namely

( x - a ) 2 +  ( y - b ) 2 +  ( z - c ) 2= R 2 (2)
where a, b9 c are coordinates of the centre of the sphere (cf 
Sec. 38).

The équation of the second degree
Ax2-\~By2 +  Cz2 +  Dxy +  Eyz +  Fzx-\-Gx +  H y + K z  +  L=0(3)  
represents a sphere only under the following conditions:

A = B  =  C, (4)
D = 0, £ = 0 ,  £  = 0 ,  (5)
G2 +  H2 +  K2—4 A L > 0  (6)

(cf. Sec. 39). Under these conditions we hâve
KG . H 

a ~  2A ’ b~  2A ' 2A’
» . G *+ H *+ K *-4A L ,„

~  4A» Vf
Example. The équation

x2-\-y2 +  z2—2x—4 y —4 =  0 
(A =  £ =  C =  1, D =  £  =  £ =  0, 0 = —2, //  =  —4,

K =  0, L =  —4)
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represents a sphere. Completing the squares in the expressions 
x2—2x and y2 — 4y and adding the numbers l2, 22 to the right 
member to compensate, we obtain the équation 

(x— l)2+ ( y —2)a-|-z2= 9
or a — 1, 6 =  2, c = 0 , R =  3.

We find the same using formulas (7).

173. The Elllpsold

The surface given by the équation x)
i ± L j . L = i 
a2 ' b 2 ' c2 0)

is called an ellipsoid2) (Fig. 190). The line of intersection 
AB A* B' of ellipsoid (1) with the x^-plane is given (Sec. 169)

by the System
x* U* Z* 
• ^ - + ï f + 7 2 -= 1 - 2 = 0

It is équivalent to the Sys­
tem of équations

x2 
a2̂■ + ir = > *  2 = 0

so that ABA'B' is an elli­
pse with semiaxes O A = a ,  
OB=b.

Sections of ellipsoid (1) by the planes YOZ and XOZ are 
ellipses M'CMB with semiaxes3) O B =6, 0 C = c  and UCLA 
with semiaxes OA =  a, OC =  c.

The section of the ellipsoid by the plane z =  h (LML'M' 
in Fig. 190) is given by the System of équations

a2 * b2 1 c2 * (2)

_____________  *=h (3)
l ) Here and in the sequel, the le tters a, b, c dénoté the lengths of 

certain  segments so th a t the numbers a, b, c are positive.
s) The word ellipsoid cornes from the Greek and means 4like an 

ellipse'. The ancien! Greek geometers called ellipsoids of révolution 
(they did not consider any others) spheroids (i. e. sphere-like). The 
term  is s till used today.

*) Earlier (Sec. 41) the letter c was used to dénoté half the focal 
length [c=Vat ~ b t so tha t c < a ] .  Here c has a different m eaning and 
can assume any value.
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However, if | h | > c, then Eq. (2) does not represent any 
locus (“imaginary elliptical cylinder”; cf. Sec. 58, Example 5). 
In this case the plane does not intersect the ellipsoid. For 
\h \  =  c, Eq. (2) is the axis OZ (x = 0, y = 0; cf. Sec. 58, 
Example 4). This means that the plane z = c  hasone common 
point C (0, 0, c) (point of tangency) with the ellipsoid; in the 
same way, the plane z =  — c touches the ellipsoid at the po­
int C '(0, 0, — c) (not indicated in the figure).

But if \h \ < c, then the desired section is an ellipse with 
semiaxes

proportional to a and b.
The dimensions of the sections diminish (ail are similar) 

as one recedes from the jq/-plane.
The same holds true for sections parallel to the yz- and 

zx-planes.
The point O is the centre of symmetry of the ellipsoid (1). 

The planes XOY , YOZ, XOZ are planes of symmetry, the 
axes OX, OY , and OZ are axes of symmetry.

General ellipsoid. If ail three quantifies a, b, c are different 
(i. e. not one of the ellipses A'CA, B'CB, AB A’ becomes a circle), 
then the ellipsoid (1) is called general (triaxial). The ellipses 
A'CA, B'CB, A'BA are called principal; their vertices [A (a, 
0, 0), A' (—a, 0, 0), B (0, b, 0), B' (0, —b, 0), C(0, 0, c), 
C '(0, 0, —c)] are called the vertices of the general ellipsoid. 
The segments AA', BB\ CC' (axes of the principal ellipses) 
and also their lengths are termed the axes of the ellipsoid. 
If a >  b >  c, then 2a is the major axis, 2b the mean axis, and 
2c the minor' axis.

Ellipsoid of révolution. If any two of the quantifies a, b, 
c (say a and b) are equal, then the corresponding principal 
ellipse A'BA and ail the sections parallel to it become circles. 
Any section CRS passing through the z-axis may be obtained 
by rotating the ellipse CLA about the z-axis, i. e. the ellip­
soid is a surface of révolution (ellipses CLA, CRSt CMB, etc. 
are meridians, the circle A'BA is the equator). An ellipsoid 
of this kind is called an ellipsoid of révolution. Its équation 
is of the forin

(4)

(5)
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If a > c, the ellipsoid of révolution is called Mate  (Fig. 
191a), if a < c% then prolate (Fig. 1916). In an ellipsoid of 
révolution the positions of two of its axes are indeterminate.

If a =  b =  c the ellipsoid becomes a sphere, and the posi­
tions of ail three axes become indeterminate.

Note / .  An ellipsoid of révolution may be defined as a surface ob- 
tained by unlform compression of a sphere towards its equator (cf. 
Sec. 40) An oblate ellipsoid of révolution is obtained when the coef­
ficient of compression k <  1, prolate when k >  1.

A general ellipsoid may be defined as a surface obtained by the 
unlform compression of an ellipsoid of révolution towards its meridian.

Note 2. The ellipsoid is represented by Eq (1) if its coordinate 
axes coïncide w ith the axes of the ellipsoid. In other cases, the ellip­
soid is described by other équations

Example 1. Détermine the surface defined by the équation 
16x2 +  3y2/f- 16z2—48 =  0

Solution. The given équation is reduced to the form

It defines a prolate ellipsoid of révolution with semiaxes
a = c  =  Tr 5, 6 = 4 , and with axis of rotation Oy.

Example 2. Find the surface described by the équation xa-6 jr+  
+ 4̂ /* +92* +362—99 = 0.

Solution. Bring the équation to the form
(x-3)*  + 4y*+9 (2+2)*= 144

Translate the origin to the point (3, 0. - 2 ) ;  then (Sec. 166) we get
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the équation x'* + 4y '1 + 92'*= 144 or

f  .y'*
144 36 16 1

This équation ls a general ellipsold w ith semlaxes a = 1 2 , 6= 6 , 
c— 4; its centre lies in the point (3, 0, - 2 )  and the axes are parallel 
to the coordinate axes.

174. Hyperbolold of One Sheet

A surface described by the équation 
x2 , y* z2 ,
à2 h2 c2 “  W

is called a hyperboloid of one sheet (Fig. 192).
The term hyperboloid 1) stéms from the fact that there are 

hyperbolas among the sections of this surface. Such, for in­
stance, are sections by the planes x = 0  
(MNN'M ' in Fig. 192) and y = 0  
(KLL'K'). In their planes, these sec­
tions are defined by the équations

62 c2 ’

x2 z2 _  
Ô*~C* =  1

(2)

(3)

The words “one sheet” stress the 
fact that the surface (1), in contrast to 
a hyperboloid of two sheets (see Sec. 
175) is not separated into two "sheets”, 
but is a single infinité tube stretching 
along the z-axis.

The plane

z =  h (4)

for any value of/t (cf. Sec. 173) yields, 
in a section with the surface (1), the

Û* “T b2 — 1 1- C2

ellipse 2)

(5)

‘) The term means “hyperbola-like”.
*) I t is assumed here that a ^ b .  If a=b  the ellipses (5) becorae 

circles; see Eq. (6) below.
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with semiaxes a c* . b y f  l + - £ -  . Ail ellipses (5)
are similar, their vertices lie on the hyperbolas (2) and (3); 
the dimensions of the ellipses increase as the section recedes 
from the xy-plane. A section by the xy-plane is an ellipse

(gorge ellipse ABA'B').
The hyperbolas (2) and (3), and also the ellipse (5') are 

called prinçipal sections, their vertices A (a, 0, 0), A' (—a, 0, 0), 
B (0, b, OJj B' (0, —6, 0) are vertices of the hyperboloid of 
one sheet .v  The segments A A '=2a ,  BB '=2b  (real axes of 
the principal hyperbolas) and, frequently, the straight lines 
AA’t BB' are called transverse axes. The segment CC =  20C=2c 
laid off on the z-axis (the imaginary axis of each of the 
principal hyperbolas) is called the longitudinal axis of the 
hyperboloid of one sheet.

The point O is the centre of symmetry of the hyperboloid 
of one sheet (1), the xy-, yz-, zx-planes are planes of symme­
try, and the x-, y-, and zaxes are axes of symmetry.

A hyperboloid of révolution of one sheet. If a = b ,  then 
Eq. (1) takes the form

The gc:ge ellipse ABA’B* becomes a gorge circle of radius a. 
Ail the sections parallel to XOY are likewise circles. The 
sections KLL'K' and MNN'M' (and, in general, ail sections 
through the longitudinal axis) become equal hyperbolas, and 
surface (6) may be formed by rotation of the hyperbola 
KLL’K ' about the longitudinal axis. Surface (6) is called a 
hyperboloid of révolution of one sheet. The positions of two 
(transverse) axes become indeterminate, the third (longitudinal) 
axis coincides with the imaginary axis of the rotating hyper­
bola. In contrast to the hyperboloid of révolution for a = b f 
a hyperboloid of one sheet (1) for a ^  b is termed general 
(triaxial).

Note. A hyperboloid of révolution of one sheet may be defined 
as a surface générated by the révolution of a hyperbola about its ima­
ginary axis, a triax ia l hyperboloid of one sheet, as the surface obtained 
by uniform compression of a hyperboloid of révolution of one sheet 
towards the plane of any one of the meridiarls.

Example. Détermine the type of surface

(5 ')

4ÿ*—4z2+ 1 6 = 0
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Solution. This équation is brought to the form
X 2
4* I O* I Ot 1

It represents a hyperboloid of révolution of one sheet with 
centre in the point (0, 0, 0) and axis of révolution OX (since 
the coefficient of x2 is négative). The radius of the gorge 
circle r =  2, the longitudinal semiaxis is equal to 4.

175. Hyperboloid of Two Sheets

The surface described by the équation 
__ _£l=  ini r IA rt 1

c* a*

c* b* “ “

(2)

(3)
These are hyperbolas (KK'L'L and 
MM'N'N  in Fig. 193). For each of 
them the z-axis is a real axis (cf. 
Sec. 174).

The planes z = h  do not meet hy­
perboloid (1) for | h | < c (cf. Sec. 174). 
For h = ± c ,  thev touch the hyper­
boloid at the points C(0, 0, c) and 
C'(0', 0, — c). For \ h \ > c ,  the
sections are ellipses1)

* L + Ü = ± L - i  (4)
a* i b 2 c 2 t '

( 1)

is called a hyperboloid of two sheets (Fig. 193).
The sections by the xz- and yz- 

planes are given by the équations

which are similar to one another (/CM/C'M', L N U N \  and 
others). Their dimensions increase as they recede from the 
xy-plane.

Thus, the surface (1) consists of two separate sheets, 
whence the name: hyperboloid of two sheets.

The hyperbolas (2) and (3) are called principal sections, 
their common vertices C and C' are the vertices of the hy-

‘) See footnote 2 on p. 213.
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perboloid of two sheets, their real axis CC' is the longitu­
dinal axis of the hyperboloid of two sheets, and the imaginary 
axes AA' — 2a and BB' =  2b are called the transverse axes 
of symmetry.

A hyperboloid of two sheets has a centre 0 , axes of 
symmetry 0 X f OY, OZ and planes of symmetry XOY , YOZ, 
ZOX. The two sheets of the hyperboloid are symmetric to 
each other about the xy-plane.

Hyperboloid of révolution of two sheets. Eq. (1), for 
a = b t takes the form

and defines a surface generated by the révolution of a hyper - 
bola about its real axis. It is called a hyperboloid of 
révolution of two sheets. A hyperboloid of two sheets with 
unequal transverse semiaxes a and b is called general 
(triaxial).

Example 1. Détermine the type of surface 

3xa—Sy2—2za—3 0 = 0  

Solution. Transform this équation to

This is a hyperboloid of two sheets (triaxial). The longitu­
dinal axis is equal to Y 10 and coïncides with the x-axis; 
one transverse axis is equal to Y 6 and is directed along 
the y-axis, and the other is Y 15 and directed along the 
z-axis.

Example 2. The équation

x 2 — y 2 — z 2 =  —  1

is a hyperboloid of one sheet (not two sheets). Although we 
hâve — 1 in the right-hand member, and not + 1 ,  there are 
two négative terms in the left-hand member. Representing 
the équation in the form y2+ z 2—x * = l,  we see that the 
hyperboloid is generated by the révolution of an équilatéral 
hyperbola about its imaginary axis (which coïncides with 
the x-axis).
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176. Quadric Conical Surface

A conical surface is any surface generated by the motion 
of a straight line (generatrix) passing through a fixed point 
(vertex of the conical surface). Any line (not passing through 
the vertex) which intersects the generatrix in any of its 
positions is called the directrix.

The surface
£ - __— — ob9 c* u ( 1 )

which, as shown below, is conical, is 
called a quadric conical surface (Fig. 
194).

A section by the xz-plane (y =  0) 
is given by the équation

r* y*

( t + t ) ( t - t ) = *  e i

This isa pair of straight lines (KL and 
K'L') passing through the origin (Sec.
58). The section by the yz-plane 
yields a pair of straight lines (MN and M'N '):

( * + - * ) ( * - * ) - •

Fig. 104

(3)

A section by any other plane y = k x  passing through the 
z-axis is given (Sec. 169) by the System of équations

y= k x . X9 . k*x9
a* b*

z9
c9 0 (4)

This too is a pair of straight lines:

and
XV 4 - + - ^ - + t = °

y= k x ,  x / -1- +  - ^  — f = 0

(5)

(6)

passing through the origin. Hence, surface (1) is conical and 
point O is its vertex.
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The section of cône (1) by any plane z = h  (for h ^  
is the ellipse

£-A_J!L— hL
a* ' b1 ~~ c*

0)

(7)

It degenerates into a point 0 (0 , 0, 0) for h = 0. Ail the 
ellipses (7) are similar, their vertices lie on the sections (2) 
and (3).

For a = b , the ellipses (7) become circles and the quadric 
conical surface becomes a circular conical surface:

(8)

A quadfcic conical surface may be defined as a surface 
obtained by the uniform compression of a circular conical 
surface towards the plane of the axial section.

Sections of cône (1) by planes parallel to the xz-plane 
(or the yz-plane) are hyperbolas.

Note. Sections of any quadric conical surface hy planes not passing 
through the vertex are circles, *) ellipses, hyperbolas. and parabolas. 
Any one of these curves may be taken for the directrix . I t  is therefore 
advisable to call quadric conical surfaces “e llip tica l”.

Example 1. The eauation x2 +  y2 — z2 is a circular cône; 
the section by the xz-plane is a pair of straight lines x =  ± z. 
The génératrices form an angle of 45° with the axis.

Example 2. The équation — x2-\-9y2-\-3z2= 0  is a (non- 
circular) quadric conical surface. A section by any plane 
z = h ( h ï £  0) is the hyperbola x2—9y2 =  3h2; for h = 0 it 
becomes a pair of génératrices. The same applies to sections 
y = L  The sections x = d ( d j t  0) are ellipses

177. Elllptlc Parabolold

The sur lace given by the équation 
z =  — 4--^-rip ^  2a O)

(p > 0, q >  0) is called an elliptic paraboloid (Fig. 195).
Sections by the xz- and t/z-planes (principal sections) 

are parabolas (AOA' BOB'):
x2 =  2pz, (2)
y2= 2 q z  (3)

both concave “up”.
*) A circulât conical  surtace  has one System of para lle l c i rcu le r  

sections, a noncircula r conical surface has two.
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The plane 
the planes z — 
similar ellipses

z 0 touches the paraboloid at the point O, 
■-h for h > 0 intersect the paraboloid along

with semiaxes Y 2ph, Y 2<//î. For h < 0 these planes do 
not meet the paraboloid.

The elliptic paraboloid does not hâve a centre of sym- 
metry; it is symmetric with respect to the xz- and //z-planes 
and the z-axis. The line OZ 
is called the axis of the el­
liptic paraboloid, the point 
0 is its vertex, and p and q 
are parameters.

For p =  q, parabolas (2) 
and (3) become equal, the 
ellipses (4) turn into circles 
and the paraboloid (1) beco- 
mes a surface generated by 
the révolution of a parabola 
about its axis (paraboloid of 
révolution). 1}

The elliptic paraboloid 
may be denned as a sur­
face generated by uniform 
compression of a paraboloid 
of révolution towards one 
of its meridians.

Example. The surface z — x2 +  y2 is a paraboloid of révo­
lution generated by the révolution of the parabola z —x2 
about its axis (z-axis). The surface x =  y2-\-z2 is the same 
paraboloid situated differently (the axis of révolution coïn­
cides with OX).

Note. A section of an elliptic paraboloid by the plane
y =  f yields the curve z = ~  +  ̂ (CDC'); this is a parabola 

equal (Sec. 50) to the parabola AO A' ^z =  -— its axis is

also directed “upwards”, and point D ^0, /, is the
vertex. The coordinates of point D satisfy the équations *)

*) Parabolic reflectors are in the shape of a paraboloid of révolu­
tion (they couvert a beam of light em anating from the focus into 
parallel rays).
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jc =  0, y'2 =  2qz, i. e. D lies on the parabola BOB'. Hence, 
an elliptic paraboloid is a surface generated by the parallel 
translation of a parabola (AOA*) in which its vertex moves 
along another parabola (BOB'). The planes of the fixed and 
moving parabolas are perpendicular and the axes are in the 
same direction.

178. Hyperbollc Paraboloid

The surface defined by the équation

d)

(p > 0, q >  0) is called a hyperbotic paraboloid (Fig. 196). 
Sections by the xz- and yz- planes (principal sections)

are the parabolas (>40,4', 
BOB')

x2= 2 p z ,  (2)
yi = —2qz (3)

Unlike the principal secti­
ons of the elliptic para­
boloid (Sec. 177), the para­
bolas (2) and (3) are concave 
in opposite directions (the 
parabola >40,4' is concave 
up, the parabola BOB' is con­
cave down). The surface (1) 
is saddle-shaped.

A section of the hyperbolic paraboloid (1) by the xy-plane 
(z= 0 ) is defined by the équation

This is a pair of straigHt Unes l> OD, OC (Sec. 58, Example 1).
The planes z = h ,  parallel to the xy-plane, intersect the 

hyperbolic paraboloid along hyperbolas:
xi 
2 p £ = " •  z = h (5)

For h >  0, the real axis of these hyperbolas (for example, 
the hyperbola UVV'U') is parallel to the x-axis; for h <  0

*) The hyperbolic paraboloid has an inàn ity  of straight Unes; see 
Sec. 180.
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(hyperbola LNN'U), the real axis is parallel to the y-axis. 
Ail the hyperbolas (5) lying to one side of the xy-plane are 
similar; they are pairwise conjugate (Sec. 47) to the hyperbolas
(5) lying on the other side of the xy- plane.

The hyperbolic paraboloid does not hâve a centre; it is 
symmetric with respect to the xz- and ^z-planes and about 
the z-axis. The straight line OZ is called the axis of the 
hyperbolic paraboloid, the point O is its vertex, and p and g 
are parameters.

Note 1. The hyperbolic paraboloid is not a surface of 
révolution for any value of p and q (unlike the quadric 
surfaces discussed above).

Note 2. Like the elliptic paraboloid, the hyperbolic 
paraboloid may be formed by a parallel translation of one 
of the principal sections (say BOB*) along the other (AOA’). 
But then the fixed and moving parabolas become concave in 
opposite directions.

Example. The surface z = x 2—y2 is a hyperbolic paraboloid; 
both principal sections are parabolas equal to one another 
but in opposite directions. The surface may be generated by 
a parallel translation of one of these parabolas along the 
other. The section by the plane z = h  (h ?= 0) is an équilatéral 
hyperbola with semiaxes a = Y  \ h \ . b = Y  \h\ • For h = 0 
it becomes a pair of perpendicular straight Unes (x-\~y=0t 
x —y =  0). If these lines are taken for the coordinate axes 
(OXf, OK'), then the hyperbolic paraboloid under considération 
will be represented (Sec. 36) by the équation z=2x'y '.

Generally speaking, the équation z = ^  defines the same
X* U*

hyperbolic paraboloid as the équation z =  ̂ — ; only in the
former case, the x- and y-axes coïncide with the rectilinear 
génératrices (Sec. 180) passing through the vertex.

179. Quadric Surfaces Classlfled

Any second-degree équation
Ax2 +  By2 +  Cz2 +  Dxy+ Eyz +  Fzx +  Gx -\-Hy-\- Kz +  L= 0

can, with the aid of formulas for transforming coordinates 
(Sec. 166), be converted into one of the 17 équations given 
below called standard (canonical). Then, the équation
^  +  - j = 0  (No. 14) defines a straight line (* =  0, y =  0) and
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No. Standard Equation Drawing
(Schematic) Type of Surface Sec­

tion

! JC* £/* 2* ,
—Z 4" T» 4—: — 1a* b* c3

EUipsoid (in parti- 
cular, ellipsoid 
of révolution 
and sphere)

173

2 y* z* . . ,
a* b*z c* S Hyperboloid oi one 

sheet
174

3 x* y* 2* 
a* b *  c*

Hyperboloid of two 
sheets

175

4 X x U* 2*—- +2L— __ = 0 
a» 6* c* 1 Quadric conhcal 

surface
176

5 JC2 */* 
* _  2 X)+ 2<7

E liip tic paraboloid 177

6 N II
S

I*
.

sk

( V >
)

Hyperbolic parabo- 178

7 JC* w* - - +  - r = l  a* 6* ___
E liip tic  cylinder 168

6 X* £/* 
û« “ 6*

S

' f T
J y - 1

Hyperbolic cylin­
der

168
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No. Standard Equation Drawing 
(Schéma! ic) Type o! Surface Sec­

tion

9 y*=2px

C
Parabolic cylinder 168

10 o» b*
hi1 < Pair of intersectlng 

planes

11 X*
~ = la*

.1—
i
1

Pair o! parallel 
planer

12 jc*=0 Pair ol coïncident 
planes

13 X* (/* 2*
5 ï-+ f r + f r = °

lm aginary quadric 
conical surface 
with real ver- 
tex (0 0. 0)

14 x* !/• „
5 î-+ p - = °

Pair oi imaginary 
planes (inter- 
secting a long 
real stra ig h t 
line)

15 X2 2* 
o* + 6* + r* “ “ lmaginary ellipsoid

16 1II

y I «

lm aginary ellip tic 
cylinder

17 JC*
a* ”

Pair ol imaginary 
parallel planes

----- -
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not a surface. However, we sa y that it defines a pair of 
imaginary surfaces (intersecting along a real straight line)
(cf. Sec. 58, Example 4). The équation ï̂ + | i + “ï = 0 (No. 13)
defines only one point (0, 0, 0). However, (by similarity 
with Eq. No. 4) we say that Eq. No. 13 defines an imaginary 
quadric conical surface (with real vertex).

Equations Nos. 15, 16, 17 do not représent any géométrie 
image. However, we say that they correspond to an imaginary 
ellipsoid (cf. No. 1), an imaginary elliptic cylinder (cf. No. 7) 
and a pair of imaginary parallel planes (cf. No. 11), res- 
pectively. •

Taking "advantage of this symbolic terminology, we can 
say that any quadric surface is one of the 17 surfaces given 
in the classification.

180. Stralght-LIne Génératrices of Quadric Surfaces

A surface is called ruled if it can be generated by the mo­
tion of a straight line (generatrix). Of the quadric surfaces,

Both in the hyperboloid of one sheet (Fig. 197) and the 
hyperbolic paraboloid (Fig. 198), two straight-line génératrices 
pass through each point. In Fig. 197, through point A pass 
the génératrices U U' and VV' through point F, the généra­
trices VA and VB.

There are no straight-line (real) génératrices in the case of 
the ellipsoid, hyperboloid of two sheetsand elliptic paraboloid.

the cylinder and quadric conical 
surface and also the hyperboloid of 
one sheet and the hyperbolic para­
boloid are ruled surfaces.

/
X

V
Fig. 197 Fig. 198
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Example. A section of the hyperboloid of one sheet
£ l
a2

z 1
c2 (O

by the plane x = a  (plane P in Fig. 197) is defined by the
«• a2 , y z 21 «équation -r  + — —j r = l .  i.e.

y±
b2 (2)

This is a pair of straight lines (UU' and VV'). They pass 
through the vertex A (a, 0, 0) of the gorge ellipse. In exactly 
the sanie way, through the vertex B (0, 6, 0) pass a pair of 
straight-line génératrices

£ - £ - = 0 .  y = b  (3)

A hyperboloid of révolution of one sheet (a =  b) may be ge- 
neratedA) by révolution of the straight line UU' (or VV') 
about the z-axis.

Note. The ruled-surface natu re  of a hyperboloid of one sheet was 
utilized by engineer V. Shukhov in the construction of w hat is called 
the “Shukhov Tower’ of Moscow which for years was used as the 
Moscow radio and télévision tower. I t was 
constructed out of steel strips arranged along 
rectilinear génératrices of a hyperboloid of one 
sheet. The strips were riveted together a t the 
points of intersection of the two Systems of gé­
nératrices. Shukhov’s structure possesses high 
strength, though a relatively small am ount of 
m aterial was used in the construction.

181. Surfaces of Révolution

Let L be a line lying in the xz-plane.
The équation of a surface generated by 
rotation of L about the z-axis is obtai- 
ned from the équation of the line L by rep-
lacingxby V * 2-\-y2-

Example 1. Let a straight line z =  2x 
lying in the plane y = 0  (straight line 
PP' in Fig. 199) be rotated about OZ.
Then the équation of the conical surface generated by rota-

Fig.

*> If two m atches not lying in the same plane are pierced w ith a 
pin, and if, taking the end of one of the matches, we rapidly revolve 
the whole model about it, the other match will clearly sweep out a 
hyperboloid of one sheet.
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tion of the straight line PP' is of the form z =  2 Y  x2 +  y2. 
or x* +  y2—Ç  =  0 (ci. Sec. 176).

Similar rules hold when L lies in another coordinate plane 
and the axis of révolution is some other coordinate axis.

Example 2. Find the équation of a surface generated by 
rotation of the parabola y2 =  2px(LOL' in Fig. 200) about 
the x-axis.

Solution. Replacing y  by V y t +  z2, i.e. y® by y2 +  z*, we 
get y2 +  z2= 2 p x  (a paraboloid of révolution about the jc-axis).

Example 3. Find the équation of a surface generated by 
rotation oi the parabola 
z2 =  2px (KOK'  in Fig. 201) \ z
about tl

Solution. Replacing x by V x 2 +  y2, we obtain the équa­
tion z2= 2 p  Vx* +  y2 or z4 =  4p2 (x2 +  y2) (a quartic surface).

182. Déterminants of Second and Thlrd Order

/

Fig. 2Ü0 Fig. 201

by the expression
û j.^ 2  —  ^2 ^1  

The third-order déterminant

ai ci
A =  Û2 2̂ 2̂

Û3 ^3

The second-order déterminant 1a2 I is (Sec. 12) given 
“ 2 I

(1)
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is (Sec. 118) given by the expression
— C lib ^ 2  “h  ^1C2Û3 —  ^ lC3fl2 “H Cl fl2^3 “ 

o r, w h a t is th e  sa m e,
-C1Ü362

<*1 - * 1
I*»
1*3

+  Ci

(2)

(3)

Mlnors. The déterminants b2
bz
of

of
the

The letters av  bv  c1% a2, b2, c2i a2t b3, c3 are called 
éléments of the déterminant.

b2 c2 I I a2 c2 I I a2
b2 c3 J I C3 I I a3

formula (3) are called minors (from the Latin, less) 
éléments alf bv  c1.

A minor of any element is the déterminant obtained from 
the given déterminant by deleting the row and column in 
which the element stands.

Examples. The minor of the element b2 of déterminant (1)
1

is the déterminant Z— k z ------cz
C3

The minor of element b. is r 1 Cl , the minor of element| a, c2 1

c, is ai bi
a, 6,

Note. In the second-order déterminant elementi« i m  
I at

b2 is the minor of element ax; it may be considered a “first- 
order déterminant”. Element b2 is obtained from a second- 
order déterminant by striking out the upper row and the left 
column. Similarly, element b* is the minor of element a2» etc. 

Cofactor. In formula (3) éléments alt blt cx are multiplied
by + These expressions are*2 c2 1 I *2 b2

a3 c3 I | a2 b3
called the cofactors of the éléments alt blt cv

Generally, the cofactor pf an element is its minor with 
its sign or the opposite sign prefixed in accordance with the 
following rule:

If the sum of the position numbers of the column and the 
row in which the element stands is an even number, then 
the minor has its own sign, if odd, then the sign is reversed.
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The cofactors of thé éléments alt blt cx, a2 and so forth 
will be denoted, respectively, by A y  B1% C+ A 2, etc.

Example 1. Elément ^  of déterminant (1) lies at the inter 
section of the first row and the second column. Since 1 + 2  =  3
is an odd number, B1 =  —

ü2 c2
03 c3

Example. Find the cofactor of the element c2.
Solution. Striking out the second row and the third co- 

0i bxlumn, we find the minor î
03

of the element c2. The num­
ber of the row of this element is 2, the number of the column, 3.

The sum 2 +  3 is an odd number. Therefore C2 =  — ai bx

Example 3. In déterminant (1) the cofactor B 2 of element 
b2 is +  Û1 Cl (2 +  2 is an even number).

03 C3
Theorem 1. Déterminant (1) is equal to the sum of the 

products of the éléments of some row by their cofactors, i.e.
A  —  0 i - ^ i  +  b i B i  +  0 i C l f  ( 4 )

A =  a2A2 +  b2B2 +  c2C2t (5)
A =  a3A3-{-b3B'à-\-c3lC3 (6)

Formula (4) is identical to (3), formulas (5) and (6) are 
verified by direct computation.

Theorem 2. Déterminant (1) is equal to the sum of the 
products of the éléments of some column by their cofactors, i.e.

A =  aiAi -\-a2A2-\-a3A2, (7)
A =  biBi +  ̂ 2^2 +^3^3* (®)
A =  CiC ! +  c2C 2 +  c3C3 (9)

These two theorems facilitate computing a déterminant 
that has zéros as some of the éléments.

Example 4. To evaluate the déterminant

A =
2 5 —2
3 8 0
1 3 5

it is convenient to use (5) or (9). 
Formula (5) yields

A = —3 =  —3-31 +  8-12 =  3
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Formula (9) yields 
13 8 
I l  3A =  —2 +  5

2 5
3 8 =  —2 1 4 - 5 1 = 3

Example 5. In evaluating the déterminant 
4 - 3  2

A =

it is best to use (6):

A =  —3

11 1
3 0

=  —3 • —8 =  24

183. Déterminants of Hlgher Order

The fourth-order déterminant
ax bt

A = b,
à»
b4

dt
dt
d3
d 4

(D

is the expression
A = a l A l + bl B l +cl Ct + dlDl (2)

where A x, &%, Clt Dt are cofactors (Sec. 182) of the éléments a, bx, 
ctt d lt i.e.

bt ct d2 a2 c2 d2

II bt cg d3 
b4 c4 d4
a2 bt d2

Bx=~ aa cs d2 
a4 c4 d4

b2 c2 >

Cl = a» b$ d2
a4 b4 d4

o ,=  - a» b« c, 
a4 b4 c4 /

(3)

Example 1. Evalua te the déterm inant 
6 3 0 3

A =

Solution.
4 2 1 4 2 1

II 4 4 2 = 8. ô ,=  - 0 4 2
7 8 5 7 8 5

= - 1 6 .

D ,=  -
4 2 
4 4 
7 8

= - 7 2
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(since <̂  = 0, it follows that Ct does not need to be computed):
A = 6*8 + 3 ( -  16) + 3 ( ^ 7 2 ) = - 2 1 6

Theorema 1 and 2 (Sec. 182) hold true for fourth-order déterm i­
nants. These two theorems are united by the following theorem.

Theorem. A déterm inant is equal to the sum of the products of the 
éléments of any row (or any column) by their cofactors. Le.

A=at A l + bxB x + cl Ct + d xDx, 
A= ûj A§ + 6 |f i |+ r |C | +

A— + + a4A 4t
A  =  f t i f l i  +  f r j f l i  +  b | B |  +  6 4 8 4 ,

(4)

The first of formulas (4) coïncides w ith formula (2) taken as the 
définition. The rem aining may be verified by direct com putation, 
though this is a cumbersome procedure. There are shorter ways.

Example 2. E valuate the déterm inant of Example 1 by expanding 
it in terms of the éléments of the second column. We hâve

A = 3B t + 4 fl| + 4 Bj + 7 B 4
where

4 2 1 6 0 3 1
B x= - 0 4 2 

7 8 5 
6 0 3

= - 1 6 .  B ,= 0 4 2 
7 8 5 | 
6 0 3

|= -6 0 ,

B ,=  - 4 2 1 
7 8 5

= - 6 6 .  B 4 = 4 2 1 
0 4 2

= 48

so tha t A=3 ( -  16) + 4 ( -6 0 )  + 4 ( -6 6 )  + 7 -4 8 = -2 1 6 .
Example 3. E valuate the same déterm inant by expanding it in 

terms of the éléments of the third row:
A —0* A| + 4B | + 4C j+ 2 8 ) —

6 0 3 6 3 3 6 3 0
= — 4 4 2 1 

7 8 5
+ 4 4 4 1

7 7 5
- 2 4 4 2 

7 7 8

The fifth-order déterminant

is the expression

A=

ax bx Ci dx 
at bt ct dt 
a» bt c9 dt 
a4 b4 c4 d4 
a t b% c% d4

«t
«s
e» 
e4
«»

(5)

A—a xA  j + bxB x + CjCj + dxDx+e XE X
where A B x, Cx, D x, E x are cofactors of the éléments ax, bx, et , dx, eXt 
these cofactors are themselves fourth-order déterm inants.

S im ilarly , we define a sixth-order dé term inan t in terms of a dé­
term inant of the fifth order, etc.

The theorem of this section holds true for déterminants of any order.
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184. Properties of Déterminants

1. The magnitude of a déterminant does not change ii 
each of the rows is substituted by a column of the same 
position number.

Example 1.
ai h  _  ûi a2 
Û2 ^2 ^1 ^2

Example 2.
ai bx ci 
ûj &2 2̂ 
a 3 C3

0\ CL2 ü3
bi b2 b3 
Cl c2 c3

2. If any two rows or any two columns are interchanged, 
the absolute value of a déterminant remains unaltered, while 
the sign is reversed.

Example 3.
ai bi Ci ai bx Ci
a2 b2 c2 y i a 3 b3 c3
o>3 b3 c3 a2 b2 c2

Example 4.

(second and third rows inter­
changed, cf. Sec. 117, Item 1)

2 1 5 5 1 2
3 6 0 — ___ 6 3

—4 2 1 1 2 — 4

(first and third columns 
interchanged)

3. A déterminant, the éléments of one row (or column) 
of which are respectively proportional to the éléments of the 
other row (column), is zéro. In particular, a déterminant 
with two identical rows (columns) is equal to zéro.

Example 5.
2 2 2 

—5 —3 —3 
0 — 1 - 1

= 0
(second and third columns 
are the same)

Example 6.
a a' à'
b b' W

3a 3a' 3a"

(éléments of third row are proportional 
to éléments of first row; cf. Ûec. 117, 
Items 1, 3, 4)
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4. A common factor of ail the éléments of one row (or 
of one column) may be taken outside the sign of the déter­
minant.

Example 7.
ma ma' ma" a a' a"
b b ' b" =  m b b ' b"

c c' (T c c' cn
(cf. Sec. 117, Item 3)

5. If every element of some column (row) is the sum of 
two terms, then the déterminant is equal to the sum of two 
déterminants: one containing only the first term in place of 
each sum, the other only the second term (the remaining 
éléments of bôth déterminants are the same as in the given 
déterminant).

Example 8.
a i  ^ i  +  ci ai b! d i a i  c i

a2 +  C2 2̂ = a3 b3 d3 + a% Cj d3
a 3 +  c3 d3 Û3 ^3 ^3 Û3 C3 ^3

(cf. Sec. 117, Item 2).
6. If to ail the éléments of some column we add terms 

proportional to the corresponding éléments of another column, 
then the new déterminant is equal to the old one. The same 
holds true for rows.

This follows from Item s 5 and 3.

Example 9. The déterminant
2 — 1 3
4 1 —3
5 0 2

is equal to 12.

Let us add the éléments of the second row to the éléments

of the first row. We get
6 0 0
4 1 —3
5 0 2

This déterminant is

also equal to 12, but is evaluated in simpler fashion (two 
terms are zéro in the expansion in terms of éléments of the 
first row).

Example 10. To evaluate the déterminant
4 2 3

— 1 3  5
6 3 — 1

add the éléments of the second column multiplied by —2 to
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the éléments of the first column. This yields
0 2 3

—7 3 5
0 3 — 1

This déterminant is readily evaluated by expanding the first 
column in terms of its éléments [Sec. 182, Formula (7)J. We 
hâve

7
2 3
3 — 1 =  - 7 7

E x a m p l e  1 1 .  To evaluate the déterminant
6 3 0 3
4 4 2 1
0 4 4 2
7 7 8 5

subtract the éléments of the third column from the éléments of the 
second column. This yields

6 3 0 3
4 2 2 1
0 0 4 2
7 - 1 8 5

Now subtract the éléments of the fourth column multiplled by 2 from 
the éléments of the third column. This gives

6 3 - 6  3
4 2 0 1
0 0 0 2 
7 - 1 - 2 5

Expanding in terms of the éléments of the third  row, we get (as 
in Example 1, Sec. 183):

3
2

-1

- 6
0

- 2
= - 2 1 6

185. A Practlcal Technique 
for Computing Déterminants

The device explained below is particularly convenient when 
the éléments of the déterminant are integers.

Pick a row (or column) in terms of the éléments of which 
we shall carry out the expansion. It is désirable to hâve 
zéro. The device is calculated to create fresh zéros in the 
chosen row. To do this, use Property 6, Sec. 184.
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Example 1. Evaluate the déterminant

A =
2 5 3
0 6 2
7 3 — 1

Expand it in terms of the éléments of the second row (it 
has a zéro). We then establish another zéro (in place of 
Elément 6). To do this, subtract tripled éléments of the 
third column from the éléments of the second column. This 
yields

-2 —4 3 2 — 4
A = 0 0 2 =  —2

7 6 — 1 7 6

Now expand in terms of the éléments of the first column 
where there is one zéro. In place of Elément 7 we create 
another zéro by subtracting from éléments of the third row
éléments of the first row multiplied by —-, which gives

2 5 3 
0 6 2 _  1 

O

2 5 3
A = A 29 23 0 6 2

° ~ 2  " T 0 29 23

=  - T 2
6 2 

29 23 =  - 8 0

Note. One could foresee that the first way would be more conve­
n a n t  slnce in the second row Elément 6 is a multiple  of Elément 2, 
whereas in the first column Elément 7 is not a multiple  of Elément 
2. It is désirable for ail éléments in a chosen row (or column) to be 
multiples of one element. If one of the éléments is equal to 1 or - 1 ,  
then we should take the row or column with tha t  element.

Example 2. Evaluate the déterminant

A =
1 -  2 4 1
2 3 0 6
2 -  2 1 4
3 1 - 2 - 1

We choose the third  column (It has a zéro and a one). To create 
a zéro in place of Element 4, subtract quadrupled éléments of the 
third row (which has Element 1 of the chosen column) from éléments 
of the first row. The first row wlll become

- 9 6 0  - 1 5
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In order to turn element - 2  into a zéro in the third column, add 
doubled éléments of the third row to éléments of the foyrth. Thls 
fourth row will then take the form

7 - 3 0 7
Now, expanding in terms of éléments of the third column, we hâve

- 9 6 0 - 1 5
2 3 0 6
2 - 2 1 4
7 - 3 0 7

- 9  6 - 1 5
1 2  3 6

7 - 3  7

In the third-ordcr déterminant ail éléments of the second column 
are multiples of Element - 3 .  Therefore, we add éléments of the third 
row (which contains Element - 3 )  to the éléments of the second, and 
then (first doubling them) add them to the éléments of the first row. 
This yields

A =
5 0 - 1
9 0 13
7 - 3  7

5
9

• ( -  3) = 222

Example 3. Evaluate the déterminant

A =
3 7 - 2

- 3  - 2  6
5 5 - 3
2 6 - 5

4
- 4

2
3

There are no zéros, but  in the second row it is easy to make two 
zéros by adding the éléments of the first row to the éléments of the 
second row. This yields

A =

3 7 - 2 4  
0 5 4 0
5 5 - 3 2  
2 6 - 5 3

Another zéro can be created in the second row by subtracting the élé­
ments of the second row ^ m ult ip l ied  by from the éléments of

the third column. It is more convenient to produce a onc in the se­
cond row by subtracting the éléments of the third column from the 
éléments of the second. This glves

3 9 - 2 4 3 9 - 3 8 4
0 1 4 0 0 1 0 0
5 8 - 3 2 5 8 - 3 5 2
2 11 - 5 3 2 11 - 4 9 3

(we subtracted quadrupled éléments of the second column from the 
éléments of the third column). We now hâve

3 - 3 8 4
5 - 3 5 2
2 - 4 9 3

= - 3 0 3
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186. Uslng Déterminants to Investlgate 
and Solve Systems of Equations

Déterminants were first introduced to solve Systems of 
équations of the first degree. In 1750, the Swiss mathematician 
G. Cramer gave general formulas expressing the unknowns in 
terms of déterminants composed of the coefficients of the 
System. About a hundred years later the theory of déter­
minants was taken far beyond the limits of algebra into ail 
divisions of mathematics.

In the sections which follow we give basic information 
on investigating and solving Systems of first-degree équations. 
Geometricai façts are invoked for greater pictorialness.

187. Two Equations In Two Unknowns

Consider the System of équations

fli*+& iy=Ai. (l)
a2x +  b2y =  h2 (2)

(each of which defines a straight line in the xi/-plane; cf. Sec. 19). 
Introduce the notation

I 2̂ b2

Ax =

(déterminant of the System)

K  M  A =  ai Ail
h2 b2 1 ^  ü ,  h2 1

(3)

(4)

The déterminant A* is obtained from A by replacing the 
éléments of the first column by the constant terms of the 
System; Â  is obtained in similar fashion.

Three cases are possible.
Case 1. The déterminant of the System is nonzero: A ^  0. 
Then the System has a unique solution:

A (6)

[the straight lines (1) and (2) intersect, formulas (5) yield 
the coordinates of the point of intersection].

Case 2. The déterminant is equal to zéro: A =  0 (i. e. the 
coefficients of the unknowns are proportional). Let one of the 
déterminants A*, Ay be different from zéro (i. e. the constant 
terms are not proportional to the coefficients of the unknowns).
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In this case the System does not hâve any solutions [the 
straight Unes (1) and (2) are parallel but not coincident].

Case 3. A =  0, Aa =  0, Â  =  0 (both the coefficients and 
the constant terms are proportional).

Then one of the équations (1), (2) is a conséquence of the 
other and the System reduces to a single équation in two 
unknowns and has an infinity of solutions [the straight lines 
(1) and (2) coïncide].

Example 1.
2x +  3y =  8, 7x — by= —3

Here

The System has a unique solution:

Example 2.
2x +  3y =  8, 4x +  6 y = \0

Here A =  |^ 11 =  0 andAx =  |,®  11 =  18 ^  0.

The coefficients are proportional but the constant terms do 
not obey the same proportion. The System has no solutions.

Example 3.
2x -{- 3 y =  8, 4x -J- 6 y =  16

Here

_  1 2 3 
“ |4  6 =  0, Ajç ! 8 31 

! 16 6 =  0, A ,= 2 8 \ =  
4 161—

One of the équations is a conséquence of the other (for 
example, the second is obtained from the first by multiplying 
by 2). The System reduces to a single équation and has an 
infinity of solutions contained in the formula

y — r * + T  ( or * = ~ t i ' + 4)
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188. Two Equations In Three Unknowns

Consider the System of équations
‘>iX+bly +  c1z =  h1, 
a2x-\-biy-\-c2z =  h2

(each of which defines a plane in space; cf. Sec. 141). 
Three cases are possible.
Case 1. Of the following three déterminants

O)
(2)

(3)

For instance, if ?= 0, then to the unknown z we can

I ci I I ci ai I
| b2 cz \ Ic2 q2 \

at least one is nonzero, i. e. the coefficients of the unknowns 
are not proportional. Then the system has an infinity of so­
lutions, and any value can be assigned to one of the unknowns. 

|« i M
I a2 I

assign any value; the unknowns x and y are determined in 
unique fashion (Sec. 187, Item 1) from the system

â1x +  b1y =  h1—c1z, 
a2x-\-b2y =  h2 — c2z

[the planes (1) and (2) are not parallel, the system defines 
a straight line, the quantities (3) are direction numbers, 
(Sec. 143)).

Case 2. Ail déterminants (3) are equal to zéro, but one 
of the déterminants

|û i hx \ 
\a2 h2 |

bi hA
b2 h2 I

I ci hi 
I c2 h2 (4)

is nonzero; i.e. the coefficients of the unknowns are propor­
tional but the constant terms do not obey that proportion. 
In this case the system has no solutions [planes (1) and (2) 
are parallel but not coincident].

Case 3. Ail the déterminants (3) and (4) are equal to zéro, 
i.e. the coefficients and the constant terms are proportional. 
The system then reduces to a single équation and has an 
infinity of solutions; we can assign any values whatsoever 
to two of the unknowns. For example, if cx ^  0, then the 
unknowns x, y can be given any values [the planes (1) and 
(2) coïncide).

Example 1. Solve the system of équations
x —2y—z =  15, 2x—4r/+2z =  2
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Here

la ,
I a 2 *2

- 2
- 4 | =  °, p i

1*2
Cl
c2

-  ~ 2 “ H -  8-  - 4  2 1 8'

Cl üî | _ — 1 11 =  —4
1 C2 a2 1 2 2 1

Here, there are déterminants which are not equal to zéro. 
This means that the System has an infinity of solutions. 
We can assign any value to the unknown x alone or to the
unknown y alone, since IJ1 Cl I £  0 and Cl Ql I ?= 0. We can-

| üj Cj | 2̂ ^2I
not assign an arbitrary value to the unknown z (cf. Sec. 142,
Example 5).

We solve the System for y and z and get

—2y  — z = 1 5 — x, -4 y - j-2 z  =  2 — 2x
Whence

15-jc 
2 — 2*  

-8 =  — 4 +  -7T-X,
- 2 I 5 - x  I 

2-2*
- 8 7

(The System defines a straight line perpendicular to the 
z-axis.)

Example 2. The System

7x—4y +  z =  5, 2 \x — \2 y -\-3 z= \2

does not hâve any solutions since ail the déterminants (3) 
are zéro (the coefficients of the unknowns are proportional)

and the déterminant r 1
I a2

kl 
fl 2

I 7
I 2 1 | is nonzero (the con­

stant terms are not proportional to the coefficients). 
(The planes are parailel but not coincident.) 
Example 3. Solve the System

7jc—4y-hz =  5, 21jc— \2 y -\-3 z=  15

Here, both the coefficients and the constant terms are 
proportional. The System reduces to a single équation. To 
any pair of unknowns (x and y, say) can be assigned arbit­
rary values (then z =  5 —7x +  4y).

(The planes are coincident.)
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189. A Homogeneous System of Two Equations In Three Unknowns

A System  of f irs t-d eg re e  é q u a tio n s  is called homogeneous 
if th e  c o n s ta n t te rm  in each  é q u a t io n  is zéro.

Consider the homogeneous System

a i* + * iÿ + c i*  =  0. (1)
a2x + b 2y-\-c2z =  0 (2)

This is a particular case of the System of Sec. 188. The 
peculiarity is that Case 2 cannot occur [the déterminants (4), 
Sec. 188, are always zéro). The System (l)-(2) will always 
hâve an infinity of solutions.

[The planes (1) and (2) pass through the coordinate origin 
and, consequently, either intersect or coincide.]

Case 1. The coefficients are not proportional, i.e. at least 
one of the three déterminants (3), Sec. 188, is nonzero. Then 
the solution may be written in symmetric form:

l^i ci
J b2 C2

1*1 a i \ t
\c2 a*\

yi bi \  
b2 \ (3)

(the parameter t is an arbitrary number; cf. Sec. 152). [The 
parametric équations (3) define the straight line of intersec­
tion of the planes (1) and (2).]

Case 2. The coefficients are proportional, i.e. ail the dé­

terminants bi cx
b2 C2

Cl ax 
c2 a2

ai bx 
a2 b2

are zéro.

The System reduces to a single équation (the planes are 
coincident).

Example I. Solve the System
2x — 5#-f 8z =  0, x-\-4y— 3z =  0

Here

I bi ci 
I b2 c2

I ai bi I _  I 2
J Û 2  b2 I | 1

According to (3) we hâve

Cl
C2

—5
4

ûi
a 2

x =  — \71, £/= 14/, z =  13/
In this example, an arbitrary value may be assigned to any 
one of the unknowns. For example, putting z =  39, we find 
t =  3, hence, x = — 51, y =  42.
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Example 2. Solve the System
x—2y—z =  0, 2x — 4y +  2z =  0

Here

I ci I
I 2̂ c2 I

Hence
x = —8f, y = —419 z = 0

An arbitrary value may be assigned to one of the unknowns 
x or y> but not to the unknown z, which can only be equal 
to zéro (the straight line lies in the xy-plane).

Example 3. The System
7x— 4(/ +  z =  0, 2 U — 12i/+3z =  0

reduces to a single équation. Arbitrary values may be assig­
ned to any pair of unknowns.

—2 —1
—4 2, =  —8, Ci a1 

c% a2 =  —  4 , 1 ?  = 0
a 2 b 2 I

190. Three Equations In Three Unknowns

We consider the System
<h* +  b1y +  c1z =  hx, (1)
a2x +  y + c2z =  h2, (2)
a3x + b 3y +  c3z =  h3 (3)

We introduce the notation

ai ci
A  = a2 b2 c2 ( déterminant of System),

a3
hx bx Ci

CO

•O9

ax hx cx ai b t  h x

IIH< h2 b2 c2 
h3 b3 c3

II<3 &2 2̂ 2̂ 
a3 1*3 C3

• Az = <h h t

û,  h t  h t

(4)

(5)

The déterminant A* is obtained from A by replacing the 
éléments of the first column by the constant terms. In simi- 
lar fashion, we obtain Â  and A2.

If it turned out that in the déterminant A the appro- 
priate éléments of any two rows, say the first and the se­
cond, were proportional, the Eqs. (1) and (2) would either 
be inconsistent (Sec. 188, Item 2), or would reduce to a 
single équation (Sec 188, Item 3). In the first case the given 
System does not hâve any solutions, in the second case, in
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place ot the given System we obtain a System of two équa­
tions (1) and (3) (which in turn can be reduced to a single 
équation). Since ail of this has already been considered in 
Sec. 188, we can confine ourselves to the assumption that 
the déterminant A has no pair of rows with proportional 
éléments [there is no pair of parallel planes among the three 
planes (1), (2), (3)].

Three cases are possible in this assumption.
Case 1. The déterminant of the System is not equaltozero: 

A t* 0
The system has a unique solution:

A ’ y=-7c> ' = 7 (6)

(The three planes intersect in one point.)
Case 2. The déterminant of the System is equal to zéro: 

A = 0; and one of the déterminants A*, Ay, A* is nonzero, 
then the other two are nonzero: v

Ax ^  0, Ay ^  0, Az ^  0
In this case the system has no solutions.

[The equality A = 0  signifies that the normal vectors to 
the planes (1), (2), (3) are coplanar, hence, ail three planes 
are parallel to a single straight line. In the case at hand, 
the three planes form a prismatic surface (Fig. 202).]

Fig. 202 Fig. 203

Case 3. A = 0 , Ax = 0 ,  A y= 0, Az = 0 .  In this case, one of 
the three équations (no matter which) is a conséquence of 
the other two. The system reduces to two équations in three 
unknowns and has an infinity of solutions (Sec. 188. Case 1; 
Cases 2 and 3 cannot be represented due to the foregoing 
assumption).

If the correspondlng éléments in two rows of the déterminant A 
are proportional (we did not consider this case), then It may happen 
that of tïie three dé terminants A*. A«, A* only one or only two are 
equal to zéro.
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(As in the preceding case, the three planes are parailel 
to one straight line, but this time they form a pencil; 
Fig. 203.)

Example 1. Solve the System
3x -|-4 [/+ 2 z= 5 , 5x—6y— 4z =  —3, — 4x +  5y-\-3z =  1

Here
3 4 2 5 4 2

A = 5 - 6  —4 
—4 5 3 

3 5 2

=  12, Ax= —3 —6 —4 
1 5 3 
3 4 5

5 - 3  —4 
—4 1 3

IIN
<CM1II 5 —6 —3 

—4 5 1

= 12,

= 6 0

The System has a unique solution:

* = t = ‘> y = t = ~ 2- * = 4 2= 5
Example 2. Solve the System of équations

x + y + z  =  5, x—y +  z =  1, x +  z = 2
Here

1 1
—1 1

0 1
= 0

and
5 1 l
1 —1 1
2 0 1

(the déterminants ày and A2 need not be computed.1*) The 
System has no solutions. This is évident by inspection: com- 
bining the first two équations termwise, we get 2x +  2 z = 6 ,
i. e. x +  z = 3 , which contradicts the third équation.

Example 3. Solve the System
x-\-y-\~z =  5, x -— y -j- z =  1, x +  z =  3

l * The rows of the déterminant A are not proportional pairwise; 
see footnote on p. 242.
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Here

and

1 1
1 —1
1 0

5 1
1 — 1
3 0

The déterminants &y and A* are definitely equal to zéro.1’ 
The giveiv System of équations reduces to a System of two 

équations (anÿ two of the three given équations; the third 
is a conséquence) and has an infinity of solutions. An arbi- 
trary value can be assigned to the unknown x alone or to 
the unknown z alone (but not to y\ see Sec. 188, Item 1).

Let us take the first and third équations and solve them 
for x and z. We then get

Whence
x + y = 5 —z, * = 3 —z

x =  3—z, y = 2
Note. If a System of three équations in three unknowns is homo- 

geneous (ht =ht =/is = 0), then the second case is impossible. In the 
first case, the only solution will be jc=0, y= 0 ,  2 = 0  (the planes inter- 
sect at the origin). Taking (in the third case) any two équations of 
the System, say (1) and (2), we find ail the solutions of the given 
system from the formulas (3), Sec. 189 (the three planes form a pen- 
cil, the axis of which passes through the origin of coordinates).

Example 4. Solve the System

Here
x + y + z = 0. 3 jc - i /+22=0 , x - 3 y = 0

1 1 l
A = 3 - 1 2

1 - 3 0

One of the équations is a conséquence of the other two. An arbi- 
trary value may be assigned to one of the unknowns (no matter 
which). Taking the first and third équations, we find [from formulas 
(3). Sec. 1891

-3 i l - » .  H J  i l - ' .
1 1
1 - 3 t = ~ 4 t

** The rows ol déterminant A are not proportional pairwise; see 
footnote on p. 242
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190a. A System of n Equations In n Unknowns

An exhaustive list of possible cases is too involved. We thereiore 
confine ourselves to the following.

Let there be given the following System of n équations in n un­
knowns:

atx + bt y + cxz + . . . + f lu = h l , \  
a2x +bty + ctz + . . + f 2u = ha, [

anx+ bny+cnz + • • + f nu=hn

1. If the nth-order déterminant

ax
at

bt cx . 
bt cÈ . .

. .  f i

. . h ( déterminant of the system) (2)

an bn cn •« • fn
ls not equal to zéro, then the System has a unique solution

where Ax is the déterminant obtained from A by replacing the élé­
ments a lt a , ......... a« by the correspondlng constant  terms h t , ha, . . . ,  hn;
similarly, we get the déterminants Ay, A*. . . . .  Au.

2. If A - 0 and there are nonzero déterminants among Ax, A», ... Au, 
then the System has no solution.

3. Now let A = A*=Ay = . . .=A„;=0 and let one of the minors of 
the ( n - l ) t h  order of  the déterminant A (say, the minor obtained by 
striking out the second row and the thira column) be nonzero. Then 
the system reduces to n - 1  équations; one of the équations (the second 
one in accord with the number of the row) is a conséquence of the 
others, To one of the unknowns (the unknown z  ln accordance with 
the number of the column) we can assign an arbitrarv value. The re- 
maining n -  1 unknowns are determinea in unique fashion from the 
System o f n - 1  unknowns.

Note. When ail the ( n - 1 )th-order déterminants, which are minors 
of the déterminant A, are equal to zéro, the System may not hâve 
any solutions and may be reduced to n - 2 équations or to a lesser 
number of équations.

Example 1. Solve the system
Z x + 7  y - 2 z +  4 u = Z ,

- 3 x - 2 y  +  6 z -  4 u =  11,
5 x + 5 y - 3 z  + 2tt = 6,
2 x  +  6 y -  5z + 3u = 0

The déterminant A of the system (see Sec. 185, Example 3) ls 
equal to -3 0 3 .  Using the techniques explained in Sec. 185, we find

Ax= -  303, Ay= —606, A2= - 3 0 3 ,  Au=909 

According to formulas (3) we hâve
x - 1. y=  2, z= 1, w= — 3
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Example 2. Solve the System

Here

Yet

x — y + 2 z -  u = l , 
x+ y+ z+ u = 4. 

2x+ 3 y - 5 u  = 0, 
5x + 2 y + 5 z -  6u = 0

1 - 1
1 1
2 3
5 2

2
1
0
5

-1
1

- 5
- 6

=  0

1 - 1  2 - 1 1 - 1  2 - 1
A 1 1 1 0 5 7 5
0 3 0 - 5 0 3 0 - 5
0 2 5 - 6 0 2 5 - 6

And so the System has no solutions (if the first équation is term- 
wise multiplled by 2 and the resulting équation is termwise combined 
with the second and third , we get 5 x + 2 0 + 5 z - 6 u  = 6, but  thls contra- 
dicts the fourth équation)

Example 3. Solve the System
x — y+ 2 z -  ii= 1 ,  
x+ y+ z+ u = 4, 

2x+3y  -  5u = 0,
5x + 2y + 5 z -  6u = 6

Here
A = Ax =Ay= A*=Afi=0

Striking out the fourth row and the fourth column, we get the minor
1
1
2

- 1  2 
1 1
3 0

= -3=9*0

The System reduces to three équations
x -  y + 2 z -  u =  1, 't 
x+ y+ z+ u = 4, y 

2x+ 3y  - 5 u  =  0 j

The fourth équation is a conséquence of these three (cf. Example 2). 
To the unknown u we can assign any value. From (4) we find

- 2 4 u  + 21 l l u - 1 4  16w-19
- 3  * y ~  - 3  2“  - 3
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/
191. Introductory Remarks

Mathematical analysis comprises a System of disciplines 
united by the following characteristic features.

Their subject matter embraces quantitative relationships 
of the surrounding world (in contrast to géométrie disciplines 
which treat of spatial properties). These relationships are 
expressed by means of numerical quantifies as in arithmetic. 
But whereas in arithmetic (and in algebra) one deals mainly 
with constant quantifies (which characterize States), in ana­
lysis one deals with variable quantifies (which describe pro­
cesses, Sec. 195). The underlying concepts involved in the 
study of relationships between variable quantifies are those 
of the function (Sec. 196) and the limit (Secs. 203-206).

In this book we consider the following divisions of ana­
lysis: differential calculus, intégral calculus, the theory of 
sériés and the theory of differential équations. The Subject 
matter of each is discussed in its proper place.

In embryo, the methods of mathematical analysis are 
found in the works of the ancient Greek scholars (e. g. Archi- 
medes). The systematic development of these methods began 
in the 17th century. On the borderline of the 17th and 18th 
centuries, Newton 1] and Leibnizl 2* completed, in the main, 
the construction of the differential and intégral calculus, and 
also laid the foundation of the theory of sériés and differen­
tial équations. In the 18th century, Euler elaborated the latter 
two divisions and laid the foundation for other disciplines of 
mathematical analysis.

By the end of the 18th century an enormous quantity of 
factual material had been accumulated, but it was still 
lacking in logical development. This drawback was overcome 
through the efforts of such prominent mathematicians, scien- 
tists of the 19th century, as Cauchy in France, Lobachevsky 
in Russia, Abel in Norway, Riemann in Germany, and others.

l> Isaac Newton (1642-1727),  great English mathématicien  and

Chyslclst; discovered the law of universal gravitat ion, formulated the 
asic laws of mechanics and applied them to a study of the motion of 

terrestrial and celestial bodies; investigated the laws of optics expert- 
mentally and theoretically.

2) Gotfried Wilhelm Leibniz (1646-1716). celebrated German 
philosopher and mathematician.
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1 9 2 / Ratlonal Numbers

The concept of number grew out of the counting of objects. 
Counting resulted in the numbers 1, 2, 3, and so on, which 
are now termed natural numbers. Later came the concept of 
a fractional number, which grew out of the measurements 
of continuous quantifies (lengths, weights, etc.). The négative 
numbers (and zéro) came into mathematics 1} with the deve­
lopment of algebra.

The integers (i. e. natural numbers 1, 2, 3, etc. and the 
négative numbers — 1, — 2, —3, etc. and zéro) and fractions 
are called rational numbers (in contrast to irralional numbers; 
Sec. 193). Any rational number may be written in the form

(where p and q are integers).

In practical affairs, measurements are carried out by 
means of instruments. The resuit of a measurement is expres­
sed as some rational number (say, the thickness of a metallic 
filament measured by a micrometer may be expressed in 
millimétrés as the number 0.023). Every instrument is limited 
in accuracy and so in everyday activities the range of ratid- 
nal numbers is quite sufficient, even redundant. But in mathe- 
matical the or y , where measurements are assumed to be abso- 
lutely exact, the rational numbers do not suffice. Thus, no 
rational number is capable of precisely expressing the length 
of the diagonal of a square if its side is taken as the unit of 
measure; neither can a rational number express exactly the 
sine of a 60° angle, the cosine of a 22° angle, the tangent of 
a 17° angle, the ratio of the circumference to the diameter of 
a circle, etc. Speaking generally, it is impossible to express 
the ratio of incommensurable segments exactly by means of a 
rational number.

In order to express exactly the ratio of incommensurable 
segments, it is necessary to introduce new numbers called 
irrational numbers.2) An irrational number expresses the * *)

O ln China about 2000 years ago and in India about 1500 years 
ago. ln Europe, négative numbers were recognized only in the 17th 
century.

*) A ratio of commensurable line-segments can be expressed by a 
ratio of integers; this is not possible in the case of incommensurable 
line-segments. Originally, the ancient Greek mathématiciens conside- 
red only the ratios of integers. and so wlicn incommensurable quan­
tifies were discovered, they received the tiame irrational , which means
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length of a segment that is not commensurable with the unit 
of measure (scale unit). Together, the rational and irrational 
numbers are called real numbers (in contrast to imaginary 
numbers; see Note 2). Real numbers suffice to express with 
exactitude the length of any line-segment.

An irrational number cannot be exactly equal to any 
rational number, but it is possible to find, for every irratio­
nal number, a rational number (say, a décimal) which is 
approximately equal to the irrational number (too large or 
too small) and which can be made to approach it to any 
arbitrary degree of accuracy.

Example. For the number log3 (which is irrational) we 
can find approximate values 0.4771 (with defect) and 0.4772 
(with excess); they differ by only 0.0001 so that the error in 
each does not, in absolute value, exceed 0.0001. If it is 
required that the error not exceed 0.00001, we can find the 
values 0.47712 (with defect) and 0.47713 (with excess). For 
the évaluation of logarithms see Sec. 272 and also Sec. 242.

Note 1. Rational numbers are also often expressed in 
approximate fashion. For example, in place of the fraction 1/3 
one often takes the values 0.33, 0.333, etc. (with defect), 
depending on the accuracy required, or 0.34, 0.334, etc. (with 
excess).

Note 2. An imaginary number has the notation bit where 
b is a real number and i is the “imaginary unit” defined by 
the equality i2=  — 1 (there is no real number that can satisfy 
this equality). An expression of the form a-\-bi is called 
a complex number. Complex numbers were introduced into 
algebra in the middle of the 16th century in connection with 
the solution of cubic équations. They hâve been used in ana­
lysis since the end of the 17th century.

In this book, ail numbers are assumed to be real unless 
otherwise stated.

On the straight line X'X  (Fig. 204) choose an origin O, 
a scale unit OA and a positive direction (say, from X ' to X). 
Then every real number x will be associated with a definite 
point M , the abscissa of which is equal to x.
•having no relat ion’ (translatée! from the Greek -alogos’ ). Later (In 
the 4th century B. C.) the Greek mathematicians (Eudoxus and then 
Euclid) began to consider the ratios of incommensurable quantifies as 
well. When new numbers were introduced to describe these relations, 
they too were called irrational .
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In analysis, nu m bers are depicted in this way (for gréa ter 
pictorialness) by points. The straight line X'X  on which the 
points are specified is called the number line (number scale, 
or number axis).

m----- irt m"k Te
Fig. 204

l95^V arlab le  and Constant Quantifies

A variable quantity is a quantity which can take on 
different values within the framework of a given problem. In 
contrast, a constant quantity is one which, within the frame- 
work of the given problem, has one and only one value. One 
and the same quantity can be a constant in one problem and 
a variable in another.

Example 1. In most physical problems, the boiling point 
T of water is a constant quantity. But when one has to take 
into account changing atmospheric pressure, T becomes a 
variable quantity.

Example 2. In the équation of the parabola y2= 2px , the 
coordinates xt y are variables. The parameter p is a constant 
if we consider only one parabola. But if we consider a set of 
parabolas with a common x-axis and a common vertex O, then 
the parameter p is a variable quantity.

Variables are ordinarily denoted by the last letters of the 
alphabet (x, y , z, u, v, w); constants by the first letters: a, 
b, c, . . .

196, Functlon

Définition 1. A quantity y is called a function of a vari­
able quantity x if with every value assumed by x we can 
associate one or several definite values of y. Here, the vari­
able x is called the argument.

We can put it otherwise: the quantity y dépends on the 
quantity x; accordingly, the argument is called the indepen­
dent variable and the function is termed the dépendent vari­
able.

Example 1. Let T be the boiling point of water and p, 
atmospheric pressure. Observations hâve shown that to every



FUNDAMENTALS OF MATHEMATICAL ANALYSTS 251

value that p can assume there always corresponds one and the 
same value of 7 . Hence, 7  is a function of the argument p.

The relationship between 7  and p enables one to détermine 
the pressure (without a barometer) from the boiling poin. of 
water using a table (a portion is given below):

Table 1

r .  °c 70 75 80 85 90 95 100

p, mm 234 289 355 434 526 634 760

In turn, p is a function of the argument 7; the depen- 
dence of p on T enables one, by observing the pressure, to 
détermine the température of the boiling point of water (with­
out a thermometer) using the same table. However, it is 
more convenient to use a table like the following:

Table 2

p, mm 300 350 400 450 500 550 600 650 700

r .  °C 7 5 .8 7 9 .6 8 3 .0 8 5 .9 88 .7 9 1 .2 9 3 .5 9 5 .7 97 .7

Here, the argument p increases in equal jumps (like the 
argument T in Table 1).

Note 1. Table 1 may be supplemented by other values of 
the argument 7 , say, 65°, 73°, 104°. But there are values 
which the boiling-point température cannot assume. For 
example, it cannot be less than absolute zéro (— 273 °C). 
And, of course, there is no value of p that corresponds to the 
impossible value 7  = —300 °C. That is why Définition 1 reads: 
“with every value assumed by x . . . ” (and not “every value 
of x . . .”). /

Example g /A  body is thrown upwards; s is the height 
above the earth, t is the time elapsed from the launching.

The quantity s is a function of the argument t because the 
body reaches a definite height at every instant of the flight. 
In turn, t is a function of the argument s because to every 
height reached by the body there correspond two definite 
values of t (one during the upward flight, the other during 
its fall).
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Définition 2. If to every value of the argument there cor­
responds one value of the function, the function is termed 
single-valued\ if there correspond two or more values, then it 
is called multiple-valued (double-valu ed, triple-valued, etc J .

In the second example, s is a single-valued function of the 
argument /, and the quantity t is a double-valued function of 
the argument s.

A function will be considered single-valued unless it is 
specifically stated to be multiple-valued.

Example 3. The sum (s) of angles of a polygon is a function 
of the number (n) of the sides. The argument n can only 
take on intégral values of 3 or more. The dependence of s 
upon n is expressed by the formula

s =  ji (n — 2)
(the radian is taken as the unit of angular measurement). In 
turn, n is a function of the argument s; the dependence of n 
upon s is expressed by the formula

n = T  +  2
The argument s can only take on values which are multiples 
of 2 j i , 3 j i , etc.).

Example 4. The side x of a square is a function of the 
area of the square, S ( x = ÿ S ) .  The argument can assume 
any positive values.

Note 2. The argument is always a variable. The function 
is too, as a rule. But a function can also be constant. For 
instance, the distance of a moving point from a fixed point 
is a function of the time of motion and, as a rule, varies. 
But in the motion of a point about the circumference of a 
circle the distance from the centre does not change.

When a function is a constant quantity, the argument and 
the function cannot be interchanged (in our example, the 
duration of motion about the circumference is not a function 
of the distance from the centre).

197. Ways of Representlng Functlons
A

A function is considered to be specified (known) if for 
every value of the argument (from among possible values) 
one can find the corresponding value of the function. There 
are three frequently used modes of representing functions:
(a) tabular, (b) graphical, and (c) analytical.
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(a) Tabular: this mode includes such familiar tables as 
those of logarithms, square roots, etc.; see also Example 1, 
Sec. 196. It gives the numerical value of the function directly. 
That is its advantage over the other methods.

However, it has drawbacks: (1) a table is hard to survey 
as a whole; (2) it often lacks certain needed values of the 
argument.

(b) Graphical: this method consists in displaying the curve 
(graph) in which abscissas depict the values of the argument 
and ordinates give the corres- 
ponding values of the fun­
ction. To facilitate graphical 
display, the scales on the 
axes are frequently different.

Example 1. Fig. 205 gi­
ves a graphical depiction of 
the dependence of the modu- 
lus of elasticity E of forged 
iron (in tons per cm2) upon 
the température t of iron.
The scales on the axis of 
abscissas (t) and the axis of 
ordinates (E) are labelled 
with numbers. The curve 
permits us, for example, to 
read the modulus of elasticity E æ 20.75 tons/cma at 
* =  170°C.

The advantage of the graphical mode is its surveyability 
as a whole and the continurty of variation of the argument. 
The disadvantages are: restricted degree of accuracy and dif- 
ficulty in reading off values of the function with sufficient 
accuracy.

(c) Analytical: this mode consists in specifying a function 
by one or several formulas.

Example 2. The functional relationship between the radius r 
of a circle and the circumference s is given by the formula

s =  2nr (1)
Example 3. The functional relationship between the vo­

lume V (m3) and the pressure p (tons/m2) of 1 kg of air atO°C 
is given by the formula

pV =  8.000 (2)
If a relation between x and y is expressed by an équation 

solved for y, the quantity y is called an explicit function of
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the argument x, otherwise, it is an implicit function. In 
Example 2 the quantity s is an explicit function of the ar­
gument r t while r is an implicit function of the arguments. 
In Example 3, p is an implicit function of the argument V 
and V is an implicit function of the argument p. If Eq. (2) 
is written in the form

8.000 
P =  — (3)

then p becomes an explicit function of the argument V.
Example 4* In Fig. 206, the function given graphically by 

the polygonal line ABC may be represented by two formulas.
For x < 2 (i. e. for the line seg­
ment BA) take the formula

c  y = T x

j  and for x > 2 (i. e. for BC) take 
the formula

<'=T + T X
For x = 2 ,  both formulas yield 

y =  1 (point B).
Example 5. The distance (by road) between points A and B 

is 90 km. A motor car covered the first half of the distance 
from A to B at a speed of 0.6 km/min, the second at a speed 
of 0.9 km/min. Let s (km) be the distance of the car from 
point A. The time t (min) in transit is a function of the ar­
gument s. Two formulas will suffice to specify it:

"ë f°r 0 ^  s ^  45

t = 75 +  —g for 4 5 < s < 9 0

198, The Donfaln of Définition of a Function

1. The collection of ail values which (under the conditions 
of the problem at hand) the argument x of a function /(x) 
can assume is called the domain of définition (or simply, do­
main) of the function.
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Note. A value of x that does notliewithin the collection 
mentioned above is not associated with any value of the fun- 
ction.

Example 1. Given the conditions of Example 5, Sec. 197, 
the domain of the function t =  f(s) is the set of ail the num- 
bers from 0 to 90 (including the end-points 0 and 90):

0 < s < 9 0
Indeed, to every distance from 0 to 90 km there corresponds 
a definite time t of transit of the motor car, while there is 
no value of t corresponding to s < 0 and s > 90.

Example 2. The sum of the terms of the arithmetic pro 
gression

s =  1 + 3  +  5 + .  . . - |-(2n— 1)
is a function of the number of terms rt\ it is expressed by 
the formula

s =  n2
In itself, this formula is meaningful for any n. But in the 

given problem, n can assume only the values 1, 2, 3, 4,
The domain is the set of ail natural numbers (values such as
n =  Y  , n =  — 5, n = V  3 and the like do not correspond to
any values of the function).

2. A function is frequently specified by a formula without 
any indication of the domain of définition; then it is assu- 
med that the domain is the set of ail values of the argu­
ment for which the formula is meaningful.

Example 3. The function s is given by the formula s = n 2 
(without any indication of the domain). It is assumed that 
the domain of définition is the set of ail real numbers (cf. 
Example 2).

Example 4. The function y is given by the formula

y = Ÿ ~ 2 + V T = x
which is meaningful only for 2 The domain is the 
set of ail numbers from 2 to 7 (including the boundary po­
ints). The graph in Fig. 207 lies wholely above the segment 
A'B'.

Example 5. The function y is given by the formula
y = - . The domain of définition is the set of ail numbers
except zéro. For the value x=Q , the graph has no point 
(Fig. 208).
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Example 6. The domain of the function y — Ÿ^x is the 
collection of ail positive numbers and zéro (Fig. 209).

3. When the domain of a function is the collection of 
natural numbers, the function is called intégral; speaking of

the values of an intégral function, we say that they form a 
sequence or are ternis of a sequence.

Example 7. The function /„ =  1-2-3 . . .  n is intégral. The 
values tx=  1, t2=  1 -2 =  2, t3=  1 -2-3 =  
=  6, . . .  form a sequence.

The product 1-2-3 . . .  /z is deno- 
ted by n\ (read “n factoriar) so that 
this function may be represented by 
the formula

tn =  n\
Fig. 2 09

Example 8. The function a =  -^ , where n takes on the

values 1, 2, 3# ...»  is intégral. The values^ = 1 , ^ = 1  f 

u8= y * • (terms of a géométrie progression) form a sequence.

Example 9. The function s = y  +  7  +  { + .  . .  (the

sum of n terms of a géométrie progression) is intégral. The 

values Sj =  - i . , s2= -^ - , s8=*^-, . . .  form a sequence.
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199^lnterval3

The domain of définition of functions considered in ana­
lysis is usually in the form of one or several "intervals”.

An interval (a, b) is a collection of numbers x contained 
between the numbers a and b; in the notation (a, b)t the 
first letter ordinarily dénotés the smaller number, the second 
letter, the larger number, so that

kY
a < x < b

Fig. 210

The numbers a and b are termed 
the end-points of the interval It fre* 
quently happens that the end-points 
a and b, or one of them, are adjoined 
to the set of points of the interval.
An interval to which both end points 
hâve been adjoined is called a closed interval.

The interval (a, oo) is the collection of ail numbers greater 
than a; the interval (—oo, a) is the collection of ail numbers 
less than a; the interval (—oo, oo) is the collection of ail 
real numbers.

Example 1. Under the conditions of Example 5, Sec. 197, 
the domain of the function t is the closed interval (0, 90),

in other words, the argument s 
can assume ail values satis- 
fying the inequality 

0 < s < 9 0

Klg. 212

Example 2. The domain of the function y =  V  1— x2 is 
the closed interval (— 1, 1) The graph (semicircle) lies above 
this interval (Fig 210).

Example 3. The domain of the function
1
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is the interval ( — 1^2, Y  2) (open). The function is not 
defined on the end-points of the interval (it becomes infinité). 
The graph (Fig. 211) lies above the interior points of the 
interval. There are no points above the end-points of the 
interval and exterior to it.

Example 4. The domain of the function
y =  — Y ^ Z I T

is the pair of intervals (— oo, — 1) and (1, +  oo) with adjoined 
end-points —1 and 1. The graph (lower half of the hyperbola 
x2—y2=  1, Fig. 212) lies under these intervals.

2 0 0 / Classification of Functlons

(a) Functions are divided into single-valued and multiple- 
valued types (Sec. 196, Définition 2).

(b) Functions represented by formulas are divided into 
explicit and implicit types (Sec. 197).

(c) Functions may be elementary or nonelementary.^
A list of the so-called basic elementary functions is given 

in Sec. 201. Each of them represents some kind of “operation” 
on the argument (squaring, extracting a cube root, taking a 
logarithm, finding the sine, etc.). New functions (which are 
also elementary) resuit from repeated performance of these 
operations together with any limited number of the four ope­
rations of arithmetic.

Example 1. The functions y = ^ ^ .̂ , y = \o g

s in ^ / l—3sin x , i/= lo g  log (3 +  2p ^ sin x) are elemen­
tary. Functions which cannot be expressed in this manner are 
termed nonelementary.

Example 2. The function s =  1 +  2-|-3-f- . . .  -f-n is an ele­
mentary function because it may be expressed by the formula
s = ( 1 , which contains a limited number of elementary
operations.

Example 3. The function s =  1-2-3 . . .  n is nonelementary 
because it cannot be expressed by a limited number of ele­
mentary operations (the greater n. the gréa ter number of

‘) The nature of this subdivision is more historical than mathe- 
matical.
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multiplications hâve to be periormed; it is impossible to trans- 
torm the expression 1-2-3 . . .  n to an elementary form).

Note. We hâve intentionally refrained ftom subdividing functions 
into algebraic and transcendental since an exact définition of an alge- 
braic function can only be given on the basis of more sophisticated co­
ncepts (continuity or differentiability). What is more, there is no need, 
within the scope of this book, to differentiate between algebraic 
and transcendental functions.

20^ /B aslc  Elementary Functions

(1) Power function y =  xn (where n ln a constant real num- 
ber). For n — 0, the power function is a constant quantity 
(f/= 1) (cf. Sec. 196, Note 2).

(2) Èxponential function y = a x, where a is a positive 
number (the base number).

(3) Logarithmic function y — loga x, where a is a positive 
number different from unity 2) (logarithmic base).

(4) Trigonométrie functions t/ =  sinx, y =  cosx, y = ta n x , 
y =  cotx, y =  secx , y = cosec x.

(5) Circular (inverse trigonométrie) functions: 
t/ =  arcsin* *, y= arccosx , y=arctanx
t/ =  arccotx, t/ =  arcsecx, t/ =  arccsc x (or i/=arccosec x)

20y  Functlonal Notation

The symbol f (x) (read: “/ of x”) is an abbreviation of the 
phrase “a function of x”.

If two or more different functions of x are being conside- 
red, then, in addition to f (x), we can use such notations as
f\ (*), f2 (*). <p(*). M

The notation
y —f(x) (i)

expresses the fact that the quantity y is equal to some func­
tion of x, or that y is a function of the argument x .

The symbol f (x) can be used to designate both an un- 
known function and a known function.

Examples. (1) The notation /(x) =  logx expresses the fact 
that the function f (x) is a logarithmic function.

(2) <p(x) =  xn states that the function <p(x) is a power 
function.

*) Some writers exclude a — 1 (here y is a constant).
*) For base a = l ,  no number (except unity) has a logarithm.
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(3) The notation F (jc) =  cp (jc) +  / (jc) means that the {mic­
tion F (x) is the sum of the functions <p (jc) and / (jc). If 
/ (jc) =  log x and <p (jc) =  jc", then F (x) =  log x +  xn.

(4) The notation fi(x) =  f2 (x) signifies that the functions 
f1 (x) and f2 (x) are equal (either identically or only for cer­
tain values of x).

(5) The notation w =  <p(i;) means that the quantity u is 
some function of the argument v.

The letter / (or F, <p etc.) used in these notations is called 
the function Symbol.

If it is necessary to state that y is dépendent upon x in 
the same wày that u is upon v , then the same function Sym­
bol is used Tn notation; thus,

u =  <P (v) and y =  <p (jc) (2)
or

u =  F (u) and y = F  (x) (3),
and so forth.

Thus, if the relationship of u and v is expressed by the 
formula u =  nu2, then the relationship of y and jc is, by vir-
tue of (2), expressed by the formula y = n x 2. If « =  y--^,then

Examples. (6) If f ( x ) = V  1+jc2, then / ( / ) = / 1 +  /2.
(7) If F (a) =  1 — tan2 a, then F (fi) =  1 — tan2 0, F (y) =  1 — 

— tan2 y. etc.
(8) If f(x) =  4 (i.e. for ail values of the argument the func­

tion has one and the same value; cf. Sec. 196, Note 2), then f(y) =  4, /  (z) =  4, etc.
The notations f (1), f { Y  3), f (a), etc. state that we take 

the values of the function f (x) for jc=1, for x = Y  3, for 
jc =  û, etc. or the values of the function f (y) for y =  l, 
y = Y  3, y =  a, etc.

Examples. (9) If f (x) =  Y x 2+  1, then

/ ( I ) = y 2 ,  / ( j /" 3 )= 2 , / « o - V ’S q r f

(10) H 9 (a) =  TT- f r s , then ç ( 0 ) = l ,

*> (">-»• <p ( t ) = t -
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203. The Llmlt of a Sequence✓
The number b is called the limit of the sequence (Sec. 198, 

Item 3) yl9 y2, . . . ,  yn> . . .  if the term yn approaches b 
without bound as the number n increases.

The exact meaning of the expression “approaches without 
bound” is explained below (immediately after Example 1). 

The notation v

or, expanded,
1imÿn =  6 

lim y„ =  b
n~+ oo

The symbol n — stresses the fact that the number n in- 
creases without bound (tends to infinity).

Example 1 . Consider the sequence
|/i =  0.3, i/2 =  0.33, ^ 3  =  0.333, . . .  (1)

The term yn approaches y  without bound (in décimais:
0.3, 0.33, . . .  which give increasingly exact values of the 
fraction y ^ .  Hence, y  is the limit of the sequence (1):

limt/n= y

Note. The différence yn— i- is successively equal to 

__ i _ _ _i_ _____ i_______ i_ ___i _ ____
y* 3 3o * y* 3 ~  300 * ŷ  3 — 3000

î.e.

yn 3"=  3*TÔ" (3)

The unbounded na ture in the approach of yn to y  is expressed
by the fact that the absolute magnitude of the différence (3) beyond 
some number N  remains less than any  (preassigned) posit ive number 
e. Thus, if we specify e= 0 .0 1 ,  then N - 2 ,  which means that start ing
with the second number  the absolute value |yn — i-J remains less than 

0.01. If e=0 .005  ^  =  is sPeclfied* then, again, W = 2. If e=

= 0.001, then W=3: if 8=0.00001 , then N = 5, etc.
I t  is now easy to understand the exact statement of the définition 

given a t  the beginning of this section.

‘) The abbrevlatlon lim stands for the Latin  limes—lim it
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Définition. The number b is called the l imit  of the sequence qt , 
y 2, .... y n, ... if the absolute value of the différence y n - b  beyond 
some number N  remains less than any preassigned positive number e:

| yn - b  | <  e for n >  N
(the integer N  dépends on the magnitude of e).

( -  1 )nExample 2. In the sequence yn =  2-|— (i.e. y } =  1, 

1/2 =  2 Y  , 1/3 = 1  — ) y4 = 2 - j - t h e  term yn tends to 2 as 
the number n increases. Hence, 2 is the limit of the sequence.

Indeed, we Vhave | £/n- 2  | =  -— , while beyond some integer,
rernains less than a preassigned positive number e (if e= 2 ,  then from 
the hrst integer on; if e=0 .02 ,  then from the 5 1st integer on, etc.)

Example 2 shows that the terms of a sequence can oscil- 
late about the limit and (see Example 3) can also be equal 
to the limit.

Example 3. The sequence

ÿ i= o .  1/2 = 1, i/3=o, i/4 = 4 --  y*= 0 ’ y « = T ’ •••
1 / _ i \ri

specified by the formula yn — — +  --  has the limit b =  0.

I i ( -  i y11
Indeed, the absolute value | yn - 0  1= — + —- —  , beyond some 

integer, remains less than any preassigned positive number e ^ i f  e=

=---  , then from the seventh integer; if 8 = 0.01, then from the 201st 

integer, etc).

Example 4. The sequence yn = (— l) n has no lim it: the 
terms yi = — 1, 1/2=1» ys = — 1* y4 = 1 »  etc. do not approach 
any constant number.

/
204/The Limit of a Function

The number b is called the limit of the function f (x) as 
x —► a (read: “as x approaches a”, or “as x tends to a”), if 
as x approaches a either from the right or the left, the value 
of f (x) approaches (tends to) b without bound.

*) The mathematical meaning of the expression ‘approaches with­
out bound” is explained in Sec. 205, but the présent définition 
(with account taken of Note 1) is quite sufhcient for an understanding 
of the sequel.
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Notation:
lim f (x)= b

x-*a

Note /. It is assumed that the function / (x) is defined 
within some interval containing the point x = a  (at ail points 
on the left and on the right of a)\ at the point x =  a itself, 
the function f (x) is either defined or is not (the latter case 
is no less important than the former).

Example 1. Consider the function / (x) =  ^ ^ -  (it is defined

at ail points with the exception of x =  y ^  . Take x =  6. 
4 • 6 2 — 1Then f (x) =  j ^ —̂ = \ 3 .  As x approaches 6 (from the right

or from the left) the numerator 4x2 — 1 tends to 143 and the 
denominator tends to 11. The fraction as a whole tends to
-yp=13. The number 13 (equal to the value of the function
at x ~ 6 )  is at the same time the limit of the function as 
x —► 6:

lim | f r r = 1 3

Example 2. Consider the same function / (x) =  - but

take x =  y  . The function f (*) is not defined here (the formula 

yields the indeterminate form  ̂ .But the limit of the func- 

tion exists as x —► . It is equal to 2.
4jc2 — 1Indeed, the expression 2x - ï *s indeterminate only for

x =  y  , but as x approaches it is quite determinate and 
is always equal to 2x-\-\. This expression tends to the num­
ber 2. Hence,

4jc? — 1Note 2. The graph of the function y =  —̂  is the stra- 

ight line UV (Fig. 213) devoid ot the point A 2^ . The
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graph of the function y =  2 x + \  is the same straight line UV 
taken in its entirety.

Example 3. The function /(*) =  c o s ~  (it is defined at
ail points except * = 0 )  does not hâve a limit as x —►O. 
This is évident from the graph (Fig. 214): when the abscissa

i y  N  
a /
A

' /

f \

/  0 ' U i  * *

r i g .  2 1 3

approaches zéro, the ordinate does not approach anything 
(the point of the graph performs infinité oscillations with 
a constant amplitude).

205. The Limit of a Function Defined

The unbounded nature of the approach of a variable quanti ty  to 
a constant is expressed (cf. Sec. 203) by the tact that ,  from some 
Instant onwards, their différence is less than any preassigned positive 
number. Accordingly, the définition in Sec. 204 can be stated preci- 
sely:

Définition. The number b is called the l imit  of the function f  (x) 
as x -* a, if the absolute value of the différence f  (x) — b remains 
less than any preassigned positive number e every time that the 
absolute value of the différence x — a, for x =£ a, is less than some 
positive number 6 (dépendent on e).

More briefly (but less rigorously): the number  b is the limit of the 
function f  (x) as x -► a, if the absolute value I / (x) — A | is arbitrarily 
small when I x — a | is sufhciently small.

4x*—1Example. The number 2 is the limit ot the function f  (x) = ~ —p  

as x -*• (cf. Sec. 204, Example 2).
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Indeed, let us require that

^ for x  be less than e. We get the inequality

I 2jc — 1 | <  e 
which 1s équivalent to the inequality

4X»__|
Hence, the absolute value of the différence s------ ;------ 2 remains less2x — 1
than any preasslgned positive number  e every time that the absolute 
value of the différence x — y  is less than - y  . In the given instance.

2 0 ^  The Llmlt of a Constant

Définition. The limit of a constant quantity b is the 
quantity b itself.

This définition is introduced so that the basic theorems 
on limits (Sec. 213) should hold true in ail cases without 
exception. It agréés with the définitions of Secs. 203 and 205 
(the quantity \b —b \= Q  is less than any positive number e).

207. Inflnlteslmals

An infinitésimal is a quantity whose limit is equal to 
zéro.

Example 1. The function x2—4 is an infinitésimal as 
x —*2 and as x —►— 2. As x —► l f the same function is 
not an infinitésimal.

Example 2. The function 1 — co sa  is an infinitésimal as 
a —*0, because lim (1— c o s a )= 0 .  

a-*- 0
In words: “the quantity 1 — co sa  is infinitely small for 

infinitely small a ”. — J 1
Example 3. The quantity -x —y  as x —► y  is not an 

infinitésimal because its limit is equal to 2 (Sec.204, Example 2).
Example 4. The intégral function y  =  ~  (Sec. 198, 

Example 7) is an infinitésimal because the limit of the sé­
quence Y  , y— » 77773  » • • • *s e(luâl to zéro.



266 HIGHER MATHEMATICS

Note 1. The statements “the number b is the limit of the 
variable y” and “the différence y — b is an infinitésimal” 
$re équivalent.

4x* — 1
Example 5. We hâve lim 2x " j  = 2 .  Thesame tact may 

T
be expressed as “the quantity *2x — 2 isan infinitésimal” .

Note 2. Of ail constant quantities, only zéro is an infini­
tésimal (cf. Séç. 206).

208. Inllnllles
t
An infinité quantity is a variable whose absolute value 

increases without bound.
The exact meaning of the phrase “increases without bound” 

will begiven at the end of this section.
Example 1. The intégral function y = n \  is an infinitely 

large quantity because the terms of the sequence 1, 1-2, 
1-2-3, . . .  increase without bound.

Example 2. The function —- is an infinité quantity for 
infinitésimal x because as x approaches zéro the absolute 
value of — increases without bound.

X

Example 3. The function tanx is an infinité quantity as 

* - T -
No constant quantity can be an infinitely large quantity.

Note. The expression “the absolute value of the quanti ty  y  in­
creases without bound” means that  from some instant onwards | y \  re- 
niains gréa ter than any preassigned positive number.  Accordinglv, 
the concept of an infinitely large quanti ty  can be defined rigorously 
as follows:

Définition 1. An intégral function y  is an infinitely large quanti ty  
if the absolute value of yn beyond some number N  remains gréa ter 
than any preassigned posit ive number M (cf. Sec. 203).

Définition 2. The function f  (x) is an infinitely large quan t i ty  as 
x -*> a if the absolute value of f (x) remains greater than any preas­
signed positive number Af every time that  the absolute value of the 
différence x - a  is less than some positive number ô (dépendent on Af) 
(cf. Sec. 205).
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209. The Relatlonshlp Between Infinlties 
and Inflnltesimals

If y is an infinitely large quantity, then is an infini
tely small quantity (infinitésimal); if y is an infinitésimal,
then — is an infinitely large quantity.

y 3
Example 1. The quantity is infinitely large as x —► 2.

The reciprocal fruction ^ ^ ^  =  1: is infinitésimal as
x —► 2.

Example 2. The quantity tan x is infinitésimal as x —► 0, 
the quantity =  cot x is infinitely large as x —► &

210. Bounded Quantifies

A quantity is called bounded if its absolute value does 
not exceed some (constant) positive number M.

Example 1. The function sin x is a boudei quantity on 
the entire real number axis be- 
cause | sin x | ^  1.

Example 2. The function
is bounded in the interval (3, 5) 
but is not bounded in the inter- 
val (2, 5) because the argument 
x can tend to 2 within the 
interval (2, 5), and then the fun­
ction is infinitely large (Fig. 215).

Every constant quantity is 
bounded. Every infinitely lar­
ge quantity is unbounded.

Note. An unbounded quanti ty  may not be infinitely large. Thus, 
the intégral function n + (—l)ft is not infinitely large because for odd 
n it is always zéro; but neither is it bounded because for even n, 
from some point onwards, it remains greater than any positive 
number M.

Fig. 215

211. An Extension of the Llmlt Concept

If a variable quantity s is infinitely great, then we say 
that s “approaches infinity” or “has an infinité limit”.
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Notation:
s —► oo or lim s =  oo (1)

If from some instant onwards 11 an infinitely large quan- 
titv remains positive, then we say that it “tends to plus 
innnity” and we write

- f  oo or lim s =  -j- oo (2)

If from some instant onwards an infinitely large quantity 
remains négative, we say that it “tends to minus inflnity” 
and we write ,

s —► — oo or lim s =  — oo (3)

‘ In place of (1) we often find more expressive the notation

s —► ±  oo or lim s =  ±  oo (4)

Example 1. As x —►O the function cot x h as an infinité 
limit:

lim cot x =  oo 
x  -  0

To stress the tact that the function cotx can assume, 
as x —►O, both positive values (for x > 0) and négative 
(for x < 0), we write

lim cot x =  ± o o
x -  0

Example 2. The notation lim 4- =  0 means that when
X  -► CD *

the absolute value of x increases without bound, then the 
function -j- tends to zéro.

Example 3. We can write

lim 2*= + ®
X  -*  + OD

or
lim 2®=®

X  -*■ + CD

The lat ter notation leaves the question of the sign of the function 2X 
open. But one cannot write  x  -*• ® in place of x  -* + «  in the left- 
hand members. The former notation would include the case when

() This expression is made précisé in the same way as in Sec. 208 
(définitions 1 and 2).
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X-+-CD, but then the function 2® would tend to zéro and not to 
inhnity, i. e.

lim 2T = 0
X  —*■ — ÛD

Note. An infinité quantity does not hâve a limit in the 
earlier established meaning (Secs. 203-205) for the simple 
reason that one cannot, for instance, say that “the différence 
between / (x) and oo remains less than any preassigned posi­
tive number”. Thus the introduction of an infinité limit 
extends the limit concept. In contrast tô an infinité limit, 
the limit defined earlier is called a finite limit.

'2\2^B&s\c Propertles of Infinitesimals

It is assumed here that the quanti ties under considération 
are functions of one and the same argument.

Theorem I. The sum of two, three and, in general, any 
fixed number of infinitesimals is an infinitésimal.

Note /. If the number of terms is not fixed, but varies 
together with the variation of the argument, then Theorem 1 
may become invalid. Thus, if we hâve n terms equàl sepa-
rately to , then as n —► oo each term is infinitely small, but

the sum =  *s equal to 1.
Note 2 . The différence between two infinitesimals is an 

infinitésimal (a particular case of Theorem I).
Theorem II. The product of a bounded quantity (Sec. 210) 

by an infinitésimal is an infinitésimal.
In particular, the product of a constant quantity by an 

infinitésimal and also the product of two infinitesimals is an 
infinitésimal.

Theorem 111. The quotient of an infinitésimal divided by 
a variable quantity tending to a limit not equal to zéro is 
an infinitésimal.

Note 3. If the limit of the divisor is equal to zéro, i.e. 
if the dividend and divisor are both infinitely small, then 
the quotient may not be an infinitésimal. Thus, the quanti­
fies x2 and x3 are infinitely small a s x - * 0 .  The quotient
x3:x2= x  is also infinitely small, but the quotient x2:x3 =
is infinitely great. The quantifies 6x2+ x 3 and 2x2 are infi­
nitely small asx -> 0, but the limit of the quotient (6x2 -}-x:,):2x2 
is equal to 3.
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213. Basic Llmlt Theorems

It is assumed here that ail the given quantities (sum- 
mands, factors, dividend, and divisor) dépend on one and 
the same argument x and hâve finite limits (as x - + a  or as 
x oo).

Theorem I. The limit of a sum of two, three and, gene- 
rally, any fixed number of terms is equal to the sum of the 
limits of the separate terms (cf. Sec. 212, Note 1).

More concisely: the limit of a sum is equal to the sum 
of the limits:

lim (Uj u2 -j- • • • “f“ =  lim -f- lim Uj 4" • • • -j- lim (1)
Here, the Symbol x - + a  (or x oo) is assumed for each 
limit sign.

Theorem la (particular case of Theorem I):
lim (ux — u2) =  lim ux— lim u2 (2)

Theorem II. The limit of a product of two, three and, 
generally, any fixed number of factors is equal to the pro­
duct of their limits:

lim (uxu% . . .  ti*) =  lim t^-lim u2 . . .  lim uk (3),
Theorem lia. A constant factor may be taken outside the 

sign of the limit:
lim ca = c lim u  (4)

Theorem III. The limit of a quotient is equal to the 
quotient of the limits if the limit of the divisor is not equal 
to zéro:

<5),
Example K

lim lim (*+ 4): lim (x— 2 ) = 9 : 3 = 3
x -* 5 x ~ * x-+ 5 x-+5

If the limit of the divisor is zéro and the limit of the 
divident is nonzero, then the quotient has an infinité limit.

Example 2.

Here
lim (x—2 )= 0  and lim (x4-4) =  6 5é 0
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Note 1. If both the dividend and the divisor tend to 
zéro, then the quotient can hâve either an infinité limit or 
a finite limit (Sec. 212, Note 3). It can also hâve no limit.

Thus, Hm jc* cos —  = 0 and lim jc* = 0, but the quotient  
jc- 0  * jc 0

jc* cos ——îjc*=cos —- does not hâve a limit as x -+ 0 (Sec. 204, x x  
Example 3).

Note 2. When limü=0, but lim u =£ 0, then Theorem 111 holds 
true if it is interpreted in a broader sense: namely, that the notation
lim / ( jc)=-£- (c is a number not equal to zéro) is to be understood 

x a 0
in the sense that Hm f(x) = » .

x -* a
Example 3. Find lim .

jc-*- 2 ■*“ 2
The limit of the divisor is zéro, the limit of the dividend 1s 6. 

Taking the notation ~  in the indicated meaning, we obtain

lim
jc->2

j c + 4
x - 2

6
T=®

(cf. Example 2).
Note 3. When llmo=0 and limu = 0, Theorem III is inapplicable

since the expression ~  is indetermlnate. However, even in this case
Theorem III cannot yield an incorrect resuit. For example, let it be 
required to find

x
lim

2

4j c * - 1
2*-l

Applying Theorem III formally, we obtain . This indetermlnate
expression serves as a signal that the direct route is closed and a dé­
tour route has to be sought (see Sec. 204, Example 2).

It  is of course impossible to cancel out the zéros and write 1 in
place of —  .

l \ y  The Number e

The intégral function un=  ( l+ - - - ) n increases as n -► oo, 

but remains bounded.1* But every increasing, yet bounded,

*) It might seem that the unbounded increase in the expoqent
would imply an unbounded increase in the function ( l +— ) n . But'  n •
the growth in the exponent is compensated for by the fact that the
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quantity has a (finite) limit. The limit to which ( l+ -^ - ) /I 
tends as n oo is e:

lim ( ' + T ) n = e  (1)//z-> oo

The number e (which is irrational) is equal (to six signi­
fiant figures) to

e =  2.71828
ln many cases it is advantageous to take the number e as 
a logarithmic base (cf. Sec. 242).

The functiqn ( l + —- ) 71 has the number e as its limit
not only for integra! values of n but even when n approa- 
:hes infinity ranging over the entire number line in conti- 
nuous fashion. What is more, the argument n can assume 
both positive and négative values provided only that it inc- 
reases without bound in absolute value. To bring this cir- 
cumstance out more vividly, let us replace the letter n by 
the letter x and Write

(see Sec. 2 1 1 ) or

lim ( l + - l ) * = *
K -*■ ± 00

lim (l —e

(2)

(3)

b a s e  1 + — t e n d s  t o  1 .  I t  i s  u s e f u l  t o  v e r i f y  t h i s  c o m p u t a t i o n a l l yfX
u s i n g  h v e - p l a c e  t a b l e s  o f  l o g a r i t h m s :

( l + - l - ) ‘  =  2 . 4 8 .  ( i + 7 L ) , 0  =  2 . 5 9 .  ( i + ^ ) 6 0  =  2 . 6 9

( 1+Tüô) ,0#=2-71

l t  i s  p o s s i b l e  t o  p r o v e  t h e  b o u n d e d  c h a r a c t e r  o f  ( l + ~ ) n  b y  r r e a n s  

o f  t h e  b i n o m i a l  f o r m u l a .  T h e  h r s t  t e r m  i s  1 ,  t h e  s e c o n d  i s  a l s o  1 ,  
t h e  t h i r d  i s  e q u a l  t o  f o r  a n y  n  l e s s  t h a n  ,  t h e  f o u r t h

i s  a l w a y s  l e s s  t h a n  , t h e  f i f t h  i s  l e s s  t h a n  e t c .  A n d  s o  a n y
v a l u e  o f  un i s  l e s s  t h a n

, ,  /  I 1 I v
, + 1+ \ T +T r  + “2r  + - ' '

t h a ï  i s  t o  s a y ,  i t  i s  l e s s  t h a n  3 .
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215, 'The Ltmlt ol as x  -  0

lf * is the radian measure of the angle, then

lim  ~ = 1  a n d  lim  ™ = 1  (D
( - o s<nx * - . o x

E xp la n a tio n .  L e t  u s  t a k e  t h e  r a d i u s .
OA ( F i g .  2 1 6 )  a s  u n i t  l e n g t h .  T h e n
x = A B ,  s i n x = BD.  W e  h â v e  j c : s 1 d  x= AB :
: BD = B 'A B :B 'B .  T h e  a r c  B 'A B  1 s  g r e a t e r  
l h a n  t h e  c h o r d  B'B.  T h e r e f o r e  x : s i n  x  >  1

O n  t h e  o t h e r  h a n d ,  t h e  a r c  B 'A B  i s  l e s s

t h a n  BC + B'C = 2BC, 1. e .  AB< BC .  H e n -  
c e .  x : s i n  x  <  BC:BD  = s e c  x  ( f r o m  t h e  t r i a n g l e  DBC)

H e n c e ,  t h e  r a t i o  l i e s  b e t w e e n  u n i t y  a n d  s e c  x. B u t  t h e  m a g -  s i n  x  *
JJ

n i t u d e  o f  s e c  x i t s e l f  t e n d s  t o  u n i t y  a s  * -* 0 ,  a n d  h e n c e  s u r e l y  
d o e s .

F i g .  2 1 6

2 \ ÿ /E q u iv a len t Infiniteslmals

Définition. Two infinitesimals are called équivalent if the 
limit of their ratio is equal to unity.

Example 1. The quantities x and sin*, which are infini­
tésimal as x -► 0 . are équivalent because (Sec. 215) lim -7  ̂=  1 .

x -0
The quantities 2x and sin 2* are équivalent. The quantities 
x2 and sin2* are also équivalent.

Example 2. The infinitesimals a 2 +  3a3 and a 2— 4a8 (a -+0) 
are équivalent because

lim
a -► 0

a* + 3a* 
a*-4a* lim

a -*• 0

1 + 3a 
l - 4 a “^ 1

The équivalence of infinitesimals is denoted by the same 
symbol æ as approximate equality. Thus,

sin x æ x, sin 2* «  2x, sin2* »  *2, ,a2+ 3 a 3 «  a 2—-4a8
N o te .  I n d e e d ,  é q u i v a l e n t  q u a n t i t i e s  a r e  a p p r o x l m a t e l y  e q u a l  ( t h e  

e q u a l i t y  i s  t h e  m o r e  e x a c t ,  t h e  d o s e r  t o  z é r o  t h e  é q u i v a l e n t  q u a n t i ­
f i e s  a p p r o a c h ) .  T h u s ,  f o r  a = 0 . 0 1  t h e  q u a n t i t y  a *  +  3 a *  i s  e q u a l  t o  
0 . 0 0 0 1 0 3 ,  a n d  a * - 4 a *  i s  0 . 0 0 0 0 9 6 .  T h e  d i f f é r e n c e  a m o u n t s  t o  
0 . 0 0 0 0 0 7 ,  w h i c h  i s  a b o u t  7 %  o f  ° n e  o f  t h e  é q u i v a l e n t  q u a n t i f i e s .  
T h e  d o s e r  t h e y  a r e  t o  z é r o ,  t h e  s m a l l e r  i s  t h e  p e r c e n t a g e .
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Theorem. The limit of a quotient (ratio) of two infini te- 
simals remains the same if one of them (or both) is replaced 
by an équivalent quantity.

_ sin 2xExample 3. Find lim —-— .
X-*- 0

Substituting for sin 2x the équivalent quantity 2x, we get

Example 4.

.. sin 2x. .. 2x 0lim ——  =  hm ~ = *

lim
x -*■ (

sin 2x 
sin 5x

2_
5

Example 5. Find
lim i -cos  x 

x -*■ o x

Solution. We hâve

1 — cos-* =  2 sin2-|-

and since

it follows that 217

lim 
x -  o

0

217. Comparlson of Inflnlteslmals

Définition 1. If the ratio — of two infinitesimals is itself a
infinitely small j î.e. if lim-£- =  0, and, hence (Sec. 209),

lim ~  =  oo J, then P is termed a quantity of higher order

relative to a; and a  is a quantity of lower order with res­
pect to p.
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Définition 2. If the ratio — of two infinitesimals tends to a
a finite limit not equal to zéro, then a  and p are cailed in­
fini tesimais of the same order.

Note. Equivalent infinitesimals always hâve one and the 
same order 2)

Example 1. As x -* 0 , the quantity x8 is of higher order
than x3 because lim —r = -0 . Conversely, x9 is of lower order 

* -  o x*
than x6 because lim oo.

x -+ o
Example 2, As x 0, the quantities sin x and 2x are of 

the same order because (Sec. 215)

lim 
* -  o

sin x 1 .. sln x
2x =  2 x

x -  0
2

Example 3. As x -> 0, the quantity 1 — cos x is of higher 
order than sin x since (Sec. 216, Example 5)

lim
X -+ 0

1 -  COS X
sin jc =  0

As a  0, each of the quantities a, a 2, a3, a4, a5, . . .  is of 
lower order than any successor. Therefore, the following dé­
finition is the keystone of the further classification of infini­
tesimals.

Définition 3. An infinitésimal P is of the mth order with 
respect to an infinitésimal a  if p is of the same order as a m,
i.e. (see Définition 2) if the ratio ~  has a finite limit not
equal to zéro.

Example 4. As x - * 0 , the infinitésimal ~ x 3 is of third

order with respect to x because lim x^x3  ̂=■ -j- , the
c ■* 0 ' '

In p lace ot the ra tio  —  we can take  the  recip rocal r a t i o — , 
ci p

since i t  too w ill hâve a finite  lim it  no t eq u al to zéro (  lf l im — = m .V 06
then lim ^  .fi m )

*) The converse does no t hold true. Thus, the  q u a n titie s  2x and
/  2jc 2 \

3x hâve, as  jc -*• 0, the  sam e order ( lim — = —  ) b u t they  are no t
\jc -* 0 3 x  3 /

é q u iv a le n t
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infinitésimal «y- x2 is of second order, the infinitésimal V  x 

is of order - j  4
Example 5. The infinitésimal 1 — cos a  (a -*► 0) is of second 

order with respect to a  since (see note on Définition 2)

1 — cos a = 2  sin2-y ^  2

Example 6. The infinitésimal - -  a3-f 1000 a4 (a -► 0) is of

third order,; that is, the same as the term a3, the order of
which is le„wer than that of the other term. That always 
occurs in the case of a sum of two or more terms.

Example 7. The infinitésimal x3 sin2x (x 0) is of fifth 
order with respect to x (the number 5 is the sum of the or- 
ders of the factors; this always occurs in the case of a pro- 
duct of two or more factors).

Theorem 1. The differ&nce a - f$  of two équivalent inhnitesimals a  
and P is of higher order with respect to ei ther  a  or 3-

Example 8. We hâve x »  sin x as x — 0. Therefore, j r -s in  x  is of 
higher order with respect to x  (and also with respect to sin x).

Theorem 2 (converse). If the différence of the inhnitesimals a  and 
3 is of higher order with respect to one of them (then it is of higher 
order with respect to the other as well), then a  «  3-

Example 9. The inhnitesimals a* + 3 a 3 and a* (a  -*• 0) differ by 
3 a s: this is a q uan t i ty  of higher order than a*. And so

a* + 3a* »  a*

217*. The Incrément of a Variable Quantity

Définition. If a variable z assumes the value z =  z1 and 
then z = z 2, then the différence z2—zx is called the incrément 
of z. The incrément may be positive, négative, or zéro. The 
incrément is denoted by the Greek letter A (delta) (the Sym­
bol Az reads “delta z”). It dénotés the change in z, “incré­
ment of the quantity z”; we hâve 

Az =  z2—Zi
The incrément of a constant is zéro.

Example. The initial value of the argument x = 3 ,  the 
incrément of the argument A x = — 2. Find the corresponding 
incrément A y of the function y =  x2.

Solution. Since xx =  3 and x2—xx =  — 2, it follows that 
xa=  1. The function y = x 2 first takes on the value yx =  32 =  9,* 
and then y2=  1* =  1.

The incrément of the function is & y = y 2—yx= [  — 9 = —8.
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21^ /ïh a  Contlmilty of a Functlon at a Point

Définition. A function /(x) is called continuous at a point 
x = a  if the following two conditions are fulfilled:

1. For jc=a the function f  ( x )  has a defini te value b.
2. As x the function has 

a limit which is also equal to b.
If even one of these condi­

tions is violated, the function 
is called discontinuous at the 
point x = a .

Example 1. The function
f ( * )= —-£ is continuous at the
point x =  5 (M in Fig. 217) be- 
cause (1) at x = 5  it has a de-
finite value /  (5) =  -i- ; (2) as
x -* 5  it has a limit which is
also equal to The function is discontinuous at the point
x = 3  because the first condition is not fulfilled (the function 
does not hâve a definite value). Neither is the second condi­

tion fulfilled.
Example 2. Let us specify the 

function cp(x) as follows:

<P W =  JT3 for * S6 3,
<p (x) =  2 for x = 3

This function (its graph is 
obtained from the graph of Exa­
mple 1 by adjoining the point 
N\ see Fig. 217) is also dis­
continuous at the point x =  3. 

This time the first condition is fulfilled but the second is 
not: the function <p (x) has an infinité limit as x -* 3 .

Example 3. The quantity Q of heat imparted to a body 
is a function of the température T of the body. Fig. 218 
depicts the graph of this function. The line RB corresponds 
to the solid state (7 \ is the initial température, T2 the mel- 
ting point), the line CE corresponds to the liquid state 
(T3 is the température of vapourization), the line FS corres­
ponds to the gaseous state. The function Q is discontinuous 
at 7  =  r 2 and T =  r 8; it does not hâve a definite value at

Fig. 217
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these points. Thus, the melting point T2 is associated with 
ail possible quantities of heat from Q =  AB to Q =  AC.

219. The Propertles of Functlons Contlnuous 
at a Point

Property 1. The sum, différence and product of two func- 
tions continuons at a point x =  a are continuous at this point.
The quotient ~  of two functions continuous at the point
x =  a is continuous if the divisor v does not vanish for x =  a.

Property 2. 1] If the function f (x) is continuous for some 
value of X; then the incrément in the function is infinitésimal 
for an infinitésimal incrément in the argument.

Example 1. The function f (x) =  ̂ ]~̂  is continuous at the

point x =  5, and /(5)= -^ - (Sec. 218, Example 1). For 
x = 5  +  Ax the function has the value

/ (5 +  àx) =  57—
The incrément in the function is

/ (5 +  Ax) — f (5) Ax 
2 (2 + Ax)

It is infinitésimal for an infinitésimal Ax.

219a. One-SIded (Unilatéral) Limite.
The Jump of a Function

If the value of a function f (x) tends to the number bx as x  tends
to a from the side of small values, then the number bt is termed the
left-hand l im it  (or l im it  on the le f t ) of the function f (x) at the point 
x= a  and is wri tten

Um f (x) = bx (f)
x a - 0

lf f  (jc) tends to b2 as x  tends to a from the side of larger values, 
then bt is called the right-hand limit  (or l imit  on the right) of the 
function f (x) as x -* a and is wri tten

lim f ( x )  = b2 (2)
x -  a  + 0 v '

The quanti ty  \ b 2- b x \ is called a discontinuity  (a jump  or saltus).

1> Property 2 may be taken for a définition of continuity  of a 
function a t  a point (équivalent to définition of Sec. 218).
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The left and right limits are generically termed a “one-sided (uni­
latéral) l imit”.

Example 1. The function Q depicted in Fig. 218 has at the point 
T t a left-hand limit AB  and a right-hand limit AC. The jump is 
shown as BC — AC -  AB.  j

Example 2. The function f (x)=------ —  (Fig. 219) has, at the
1 + 2 1/*

point x = 0 ,  a right-hand limit bt - 0 and a left-hand limit bt = 1. The 
jump is equal to unity.

Two one-sided limits of a function f  (je) at a point x= a  may be 
equal. If the function is defined at  the point x=a,  it is continuous 
at this point.

x~_4
Example 3. The function f  (x)— ^  has one-sided limits  at the

point jc = 2 both equal to 4. But at the point x —2 itself the function 
is not defined and is therefore discontinuous. The graph (Fig. 220) is 
a straight line y= x+ 2,  without the point Al (2, 4). If we further 
agréé t h a t / ( 2 )  = 4, then f (x) will 
become continuous. The graph will 
include the point M as well.

If by means of thé supplementary 
condition defining the function f  (x) 
at  the point a i t j s  possible to con- 
vert  a discontinuous function into a 
continuous function, the discontin- 
ui ty  is called removable. In Example 
3 the discontinuity is removable 
while in Examples 1 and 2 it is non- 
removable.

220. The Contlnulty of a Function 
on a Closed Interval

Définition. A function is cal­
led continuous on a closed in- 
terval if it is continuous at every 
point of the interval including the two end-points.

We similarly define the continuity of a function in open 
intervals.

Example. Consider the function ^  J - 7 ) (^ig. 221). It is 

continuous on the closed interval (  1 - y , 2^ , but is dis.?on-

Flg. 221
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tinuous on the closed interval (0, 1) because both end-points 
x =  0 and x = \  are points of discontinuity. It is also discon­
tinuons on the closed interval (1, 2) since one end-point 
x = \  is a point of discontinuity. It is also discontinuous on
the closed interval (4" »^ ) since there is a point of discon­
tinuity ( x = l )  inside the interval.

221. The Propertles of Functlons Contlnuous on a Closed Interval

Let a function f (x) be continuous on the closed interval 
(a, b). Then it possesses the following properties:

1. Among the values which the function assumes at points 
of the given interval there is a greatest and a least.

Note /. Among the values which the function f (x) assumes
at points of an open interval 
(a, b) there may not be a great­
est or a least value.

à X

Fig. 223

For example, in the open interval (I, 3) the function 
2x has neither a least value nor a greatest value (it could 
assume these values at the end-points jc=1 and x =  3, but 
the extremities are excluded from the open interval).

2. If m is a value of the function f (x) for x =  a and n is 
a value of f (x) for x = b ,  then the function f (x) assumes any 
value p, lying between m and /i, at least once inside the 
interval (a, b).

Geometrically, any straight line drawn parallel to the axis 
of abscissas above the point A but below the point B 
(Fig. 222) will ir.eet the curve AB at least once (three times 
in Fig. 222).

Note 2. A discontinuous function may not hâve Property 2 
(see Figs. 218 and 219).

2a. In particular, if the function has a positive value at 
one end of the interval and a négative value at the other 
end, then it will vanish at least once within the interval.
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Geometrically, if one of the points A , B (Fig. 223) lies 
above the x-axis and the other below the x-axis, then the 
curve AB will meet the x-axis at leastonce (twice in Fig. 223).

3. If the variables x and x' vary so that the différence 
x —xf is infinitésimal, then the différence /  (x) — jf(x') is also 
infinitésimal.

Note 3. If x ' is a constant c, the différence f (x)—f (c) is 
an infinitésimal, by Property 2 of Sec. 219. By Property 3 
of Sec. 221, the différence f (x)—/(x') is infinitésimal for 
infinitésimal x —x' not only when x ' is constant but also 
when x' is variable.

Note 4. Property 3 may not hold true in the case of con- 
tinuity of the function in an open interval. Thus, the func-
tion --- is continuous in the interval (0, 1) devoid of the end-
point x = 0 .  Let x and x ' vary so that x' =  2x as x —►O. 
Then the différence x —x' is infinitésimal, but the différence

is infinite,y 6reat-



DIFFERENTIAL CALCULUS

222/lntroductory Remark»

The source of differential calculus lies in two problems:
(1) finding the tangent to an arbitrary line (Sec. 225),
(2) finding the velocity, given an arbitrary law of motion 

(Sec. 223).
Both problems led to one and the same computational 

problem which lies at the heart of differential calculus. 
The probtem is that of finding, on the basis of a given func- 
tion / (/), a certain function f'(t) (which later became known 
as the dérivative) representing the rate of change of the func­
tion / (/) with respect to the variation of the argument 
(a précisé définition of a dérivative is given in Sec. 224).

It was in this general form that fhe problem was posed 
by Newton and, in similar form, by Leibniz in the 70s and 
80s of the seventeenth century. But even during the preced- 
ing half century, Fermât, Pascal and other scholars had 
actually given rules for finding the dérivatives of many 
functions.

Newton and Leibniz brought this development to its cul­
mination. They introduced the general concepts of dérivative1) 
and differential 2) and also the symbols which greatly simpli- 
fied computations. They refined the apparatus of differential 
calculus and applied it to the solution of numerous problems 
in geometry and mechanics. It was only in the I9th century 
that the whole System was placed on a rigorously logical 
basis (see Sec. 191).

In order to détermine the velocity of a train, we note 
the point at which it is located at time t =  i1 and then at 
time / =  /2- Let these be the distances s =  s{ and s =  s2. The 
incrément (Sec. 217a) in distance As =  s2 —s, is divided by

') Newton used the term “fluxion” The term "dérivative” was 
introduced at the end ol the I8th century by Arbogast.

2> The term "differential” (from the Latin differentiu) was given 
by Leibniz.

3) This section introduces Sec. 224
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the incrément in the time &t =  t2—1\. The quotient
As
Â7 O)

yields the average velocity of the train for the interval (tly t2). 
In the case of nonuniform motion, the average velocity does 
not describe the rate of motion at time t =  t x with sufficient 
exactitude. But the smaller A/, the more exact is this speed. 
For this reason, the speed at time t =  tx is the limit to which
the ratio ~  tends as At —► 0:A/

v =  lim 
M -  o

As
A/

Example. Free fait of a body. We hâve

s = 4 -g * 2

Since t2 =  t1-\- A/, it follows that

Hence

As =  s2 — Sj =  4 - g (*i +  A/)2— gt\

—  g (/, + A/)2--^- i 
v =  lim —

&t -* o A/

(3)/

Having computed the limit, we find

v = g t 1 (5|

The notation tx is introduced to bring out the constancy 
of t when computing the limit. Since tx is an arbitrary value 
of time, the subscript 1 can best be dropped; then from the 
formula

u = g t  (5a)

it is évident that the velocity v (like the distance s) is a 
function of the time. The form of the function v dépends 
completely on the form of the function s, so that the function 
s generates (“dérivés”, as it were) the function v. Hence the 
name, the “dérivative function”.
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224J/ ï h e  Derlvatlve Defined 11

Let y =  f ( x) be a continuous function (of the argument x) 
defined in the interval (a, b) and let x be some point of this 
interval. We give to the argument x an incrément A* * (posi­
tive or négative). The function y = f  (x) will receive the 
incrément Ky, equal to

A y-f(x - \~ A x)—f(x) (1),

If Ax is infinitésimal, then A# is also infinitésimal (Sec. 219).
The ljmit to which the ratio tends as A x—►O, i.e.

Iim ( J *  + * .* ) 7  L W  /o\
Ax -*• o ** [Z)/

is itself a function of the argument x (cf. Sec. 223). This 
function is called the dérivative of the function / (x) and is 
denoted by /' (x) or y'.

Briefly, a dérivative function is the limit 2) to which tends 
the ratio of an infinitésimal incrément in the function to a 
corresponding infinitésimal incrément in the argument.

Note. In the process of finding the limit (2), the quantity 
x is regarded as a constant.

Example J/Find the value of the dérivative of the func­
tion y = x 2 for x =  7. /

Solution. For x =  7 we hâve y =  72 =  49. Give to the ar­
gument x an incrément Ax. The argument becomes equal to 
7 +  Ax, and the function becomes (7 +  Ax)2.

The incrément A y of the function is
Af/ =  (7 +  Ax)2-r-72 =  14Ax+Ax2

The ratio of this incrément to the incrément Ax is
A U 1 4 A JC + Ax* I X  , A-----t------=  14 + AxAx 7 Ax ‘

Now find thé limit to which ~  tends as A x—►O:A*

Iim Iim (14 +  A x)=14
Ax -*• o Ax -♦ o

The desired value of the dérivative is 14.

*) It is advisable to read Sec 223 first.
*) For cases when the limit does ciot exist, see Sec. 231.
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Example 2. Find the dérivative of the function y — x -  
(for an arbitrary value of x). Give to the argument an incré­
ment A*. The argument becomes x-\-Ax. The incrément A y 
of the function is (x-\-.Ax)2—x2 =  2x Ax-{- Ax2. The ratio
~  is equal to =  2* + A*. The dérivative function
is the lim it of th is ratio as A x—>*0:

y' — Üm lim (2x +  A x)= 2x  /
Ax-«>0 a * Ax-*o

The sought-for dérivative y '—2x. For x = 7  we get y ' =  14 
(cf. Example J).

Example 3 / Find the dérivative of the function (/ =  sinx  
(the argument is expressed in radian measure).

Solution. Give to the argument an incrément Ax. The 
incrément of the function is

At/ =  sin (* +  A*) — sin x = 2  cos (*  +  ̂ r) sin ~

The ratio is Ax

2 cos (  Ax\ . Ax
V*+ ~2~ J ,m ~

Ax =  cos (x  +  ̂ )
2 , ln ^

Âx
The limit of this ratio as Ax—►O (Secs. 213, 215) is 

equal to

lim
Ax -* o

A*
AJt

.. /  Ax\ .. 1 s,n Ylim c o s (jc 4 -—- )  lim --------= c o s  x
Ax -*> o '  ̂ '  Ax -*• 0 ^ x

Hence, y' =  cosx.

2 2 5 / Tangent Line

The tangent line to the curve L at the point Af (Fig. 224) 
is the straight line T'MT  with which the sécant line MM' 
tends to coincidence l> when the point AT, always on L, tends 
to M (either from the right or from the left).

Note. From Fig. 225 it is évident that the tangent can 
hâve, besides the point of tangency, points common to the 
curve and the tangent.

1) The expression “tends to coincidence” means that the acute 
angle between the fixed straight  line T 'M T  and the ro ta t ing l ine  M M ' 
tends to zéro.
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If the curve L is the graph of a function y — f(x), then 
the slope of the tangent is equal to the value of the déri­

vative function at the correspo

This is clear from Fig. 226. The slope k of the sécant 
line is . If AT tends to Af then k has as a limîtAl (J Ax
the slope m of the tangent. Hence, m =  lim i.e.

Ax -  o
(Sec. 224) m — y  (x).

Fig. 226

Example 1. Find the slope and the équation of the tan­
gent to the parabola y =  x2 at the point Af(l, 1) (Fig. 227) 

Solution. We hâve y' =  2x (Sec. 224, Example 2). For 
x = l  we get y ' = 2. The desired slope of the tangent m —2. 
The équation of the tangent will be y — 1 = m  (jc—  1),
i. e. y = 2 x — 1. l

l ) If the graph has no tangent, the iunction / (x) has no dérivative, 
and vice versa.
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2 . / F inExample 2./Find the équation of the tangent to the curve 
y =  sin x (sine curve, Fig. 228) at the point 0 (0 , 0).

Solution. We hâve y' =  cos x 
(Sec. 224, Example 3). For x =  0 
we get y ' = \ .  The équation of 
the tangent is y = x .

Note that the sine curve lies 
on both sides of the tangent line 
T'OT. )

Example 3 , /  The slope of the 
straight line y=ax-{-b  (it is equal
to a) is the dérivative of the function y = a x + b  (the 
tangent to a straight line is the line itself).

226. The Derlvatlves of Some Elementary Functions

l. The dérivative of a constant quantity is equal to zéro
(a)' =  0 (1)

Physical meaning (Sec. 223): the velocity of a fixed 
point is zéro.

Geometrical meaning: the slope of the straight line y = a  
(UV in Fig. 229) is zéro (cf. Sec. 225, 
Example 3).

Note. For some values of x a fun­
ction can hâve a zéro dérivative with- 
out being a constant. Thus, the de- 
rivati-ve (sin x)' =  cos x (Sec. 224, Exam­
ple 3) is zéro for x = ~  ,x =  ~  , etc.

But if the dérivative f' (x) is identically zéro, then the 
function f (x) must definitely be constant (Sec. 265, Theorem 1).

2. The dérivative of an independent variable is unity:
(x)' =  l (2)

Geometrical meaning: the slope of the straight line y —x 
is equal to unity.

Physical meaning: if the distance covered by a body is
numerically equal to the time spent in motion, then the velo­
city is numerically equal to unity.

3. The dérivative of the linear function y =  ax-\-b is the 
constant quantity a:

(£U +  6 ) '= «  (3)

i Y

U i« '
0 X

Fig. 229
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4. The dérivative of a power function is equal to the pro- 
duct of the exponent by the power function with exponent 
decreased by one

(xn)' =  nxn~' (4)

Examples.

(1) (**)' =  2x.
(2) (x3)' =  3x2.

(3 )  ( ^ ' = ( x 0
 ̂ 6  2 v  x

(4) =  =  =

227. Propertles of a Derlvatlve

1. A constant factor may be taken outside the sign ol 
the dérivative:

Iaf (x)Y= af'  (x)
Examples.

(1) (3x2)' =  3 (x2)' =  3*2x=6x.

P) ( / S V- VJo' D- — - k.
2 V x  V ‘2 x

2. The dérivative of an algebraic sum of some fixed num* 
ber of functions is equal to the algebraic sum of their déri­
vatives:

[ / 1 W +  / 2  (x) — 13 (*)]'—fi W +  /î W —fs (x)
Examples.

(4) (0.3x2 — 2x +  0.8)' =  (0.3x2)'— (2x)' +  (0.8)' =  0.6.x — 2 

(the dérivative of the last terni is zéro; Sec. 226, Item 1)

(5) =
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Définition. Let the incrément (Sec. 217a) in the function 
y =  f (x) be split up into a sum of two terms:

A y=A S x-{-a  (1)

where A is not dépendent on Ajc (i. e. is constant for a given 
value of the argument x) and a  is of higher order (Sec. 217) 
than Ajc (as Ajc—►O).

Then the first (“principal”) term, which is proportional 
to Ajc, is called the differential of the function / (jc) and is 
denoted by dy or df (x).

Example I. Take the function i/=jc3. Then l)

A  y =  3 jc2 A jc +  ( 3 jc A jc* +  A jc3 )  ( 2 )

Here, the coefficient ^4 =  3 jc*  is not dépendent on A jc , so 
that the first term is proportional to A jc; the other term, 
a = 3 j c  A jc 2 +  A jc3 however is of higher (second) order with res­
pect to A jc . Hence, the term 3 jc 2 A jc  is the differential of the 
function jc3

d y = 3jc2 Ajc or d (jc3)= 3jc2 Ajc ( 3 )

Theorem I. The coefficient A is equal to the dérivative 
/ ' (jc); in other words, the differential of a function is equal 
to the product of the dérivative by* the incrément in the 
argument:

dy—y' A* (4)

d f(x )= f' (x )  A* (4a)

Example 2. In Example 1 we found that d (jc3)=3jc2 Ajc. 
The coefficient 3jc2 is the dérivative of the function jc3.

Example 3. If $/=*“ » then y '  =  — (Sec. 226, Item 4). 

Therefore dy= — ^ .

Let us verify this. We hâve Ay ~ - 1 1 -A jc . If we(x+Ax) x  x (x+Ax) 

split up this expression into two terms, the first being , then the

*) The notation Ax* is the same as (Ax)8 (parenthèses are dropped). 
1! lt is necessary to indicate the incrément of the function xs, then 
we write A (x*).
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s e c o n d  w i l l  b e  ■ . v T h e  l a t t e r  t e r m  i s  o f  h i g h e r  ( s e c o n d )  o r d e r
x 2 ( x + A x )  6

w i t h  r e s p e c t  t o  A x .  ' )
Theorem 2. If the derivative is not equal to zéro, then 

the differential of the function and its incrément are équi­
valent (as A*—>-0); if the derivative is zéro (the differential 
is then also zéro), they are not équivalent.

Example 4. If y = x l , then &y =  2x Ax-j-Ax2 and dy =  2x A*. 
For x = 3  the quantities A*/ =  6Ax-fA*a and d y = 6Ax are 
équivalent, for x =  0 the quantities At/ =  A*2 and dy — 0 are 
not équivalent.

The équivalence of the differential and the incrément is 
frequentlÿ employed in approximate calculations (as a rule, 
it is easier' to compute a differential than a derivative).

Example 5. We hâve a métal cube with edge *=10.00 cm. 
When heated, the edge increased by Ax=0.01 cm. How much 
did the volume V of the cube increase?

Solution. We hâve V =  x3 so that dV =  3x2 A* =
=  3 -102>0.01 = 3  (cm3). The increase in the volume AV is 
équivalent to the differential dV so that AV «  3 cm3. The 
total computation would hâve yielded AV=10.013— 103 =  
=  3.003001. But in this resuit ail the digits, except the first, 
are unreliable and so we hâve to round off to3 cm3 in any case.

Other examples of the employment of a differential in 
approximate computations are given in Sec. 243 (Example 4) 
and Sec. 248.

229. The Mechanlcal Interprétation 
of a Differential

Let s =  f (t) be the distance of a rectilinearly moving point 
from its initial position (t is the time in transit). The incré­
ment As is the distance covered by the point during the 
time interval Af, while the differential ds =  f' (t) A t (Sec. 228, 
Theorem 1) is the distance the point would hâve covered 
during time A t if it had maintained the speed f  (t) reached 
at time t. For an infinitésimal A/ the imagined distance ds 
differs from the true distance As by an infinitésimal of order 
higher than A/. If the velocity at time t is not equal to zéro, 
then ds yields an approximation of the small displacement 
of the point (cf. Sec. 228, Theorem 2).

l ) I t  i s  a s s u m e d  t h a t  x=£0 (  f o r  x = 0 t h e  l u n c t i o n  —  i t s e l f  i s
\  \  * n o t  d e f i n e d  ) .
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230. The Geometrlcal Interprétation 
of a Dlfferentlal

Let curve L (Fig. 230) be the graph of a function y =  f (x). 
Then

A x =  MQ, Ay =  QM'
The tangent line MN  di vides the segment A y into two 

parts QN and NM'. The former is proportional to Ax and is 
equal to QN =  MQ tan QMN =
=  Axf'(x) (see Sec. 225), i. e. QN 
is the differential dy.

The latter part NM' yields the 
différence Ay — dy\ it is of higher 
order with respect to A*. In the gi- 
ven case, when /' (x) ?= 0 (the tan­
gent line is not parallel to the 
x-axis), the segments QM' and QN 
are équivalent (Sec. 228, Theorem 2).
In other words, NM' is also of 
higher order with respect to Ay =  Fig. 2 30
QM'. This is évident from the figure
(as M' approaches M , the segment NM' comprises an ever 
smaller portion of the line segment QM').

Thus, the differential of a function is graphically depicted 
as the incrément in the ordinate of the tangent line.

231. Dlfferentlable Functlons

A continuous function which (at a given point) has a diffe­
rential is called différentiable at that point.

A discontinuous function cannot hâve either a dérivative 
or a differential at a point of discontinuity (the graph does 
not hâve a tangent line; see Fig. 214 on page 264 and 
Fig. 219 on page 279).

A function which is continuous at some point may not 
hâve a differential at that point. Below we consider three 
characteristic cases.

Case l .  The function y= f  (x) has an infinité dérivative at the given 
point, i. e.

A yiim —= + œ 
Ax-*0

or
lim

A x -0
Ay 
Ax
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(thus, Ay  is of lower ordei than Ax) The graph has a vertical tan­
gent line.

Notation (by convention):
f' (JC) = 00

Example 1. The function f { x ) = ^ f  x  (Fig. 231) is not différenti­
able at the point x=0. The quantity

âktt j / o  + A*—j /0  
Ax Ax

X
has an infinité llmlt +<x> as Ax-*>0.

At the point x=0 the tangent line 
coïncides with the y-axis.

Note  / .  A function which at a glven 
point has a finite dérivative is différen­

tiable. Conversely, a différentiable function has a finite dérivative.
Case 2. The ratio has no limit as A* -  0 (i. e. the function

y —f (x) has no dérivative), but it has a right-hand limit (as A x -*• + (), 
Sec. 219a) and a left-hand limit (as Ax - - 0 ) .  The former is called a 
right-hand dérivative and is denoted by r (x+0) and the second is 
called a left-hand dérivative and is denoted by f ' ( x - 0).

Fig. 231

At the point of interest (Af in Fig. 232) the graph has no tangent 
line, but it has a right-hand tangent line M T X and a left-hand tangent 
line M T t \ that is, the sécant line M M '  tends to coincidence with M T t 
when M '  tends to M from the right, and with M T t when M'  tends 
to M from the left.

Example 2. The function / ( x ) = l - | l -  x| (Fig. 233) is not diffé­
rentiable at  the point x = l .  The line K 'M K  has no tangent l ln e a t  the 
point M (1, 1). The right-hand dérivative / ' ( l + 0 ) = - i ;  the left-hand 
dérivative f ' ( l - 0 ) = l .

Case 3. The function y - f  (x) has no left-hand or right-hand déri­
vative (or has neither). The graph does not bave a corresponding 
one-sided tangent. ^

Example 3. The function given by the formula / (x)=xsin —  (Fig. 234) 

and redefined as / (0) = 0 f  the expression sin is meaningless for x = 0 ^
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Is continuous at the point x = 0. However, when AT tends to ü from 
the right (or the left), the sécant line OAT oscillâtes between the straight 
Unes UV (y=x) and U'V' (y= - x) and does not tend to either straight

line. The graph, at point O, has neither right-hand nor left-hand tangent 
line, and the function f ( x ) h a s  neither right-hand nor left-hand déri­
vative.

Note 2. One can even think up continuous functions that  hâve no 
dérivative at any point at a i l .1) Hence, the existence of a dérivative 
does not follow logically from the continuity  of a function. This was 
first pointed out Dy the great Russian mathematician N. I. Loba- 
chevsky.*)

*) We can neither construct nor even imagine a curve graphically 
depicting such a function, for our conception of a curve involves an 
abstraction from the properties of real objects and it is intimately 
bound up with the concept of direction. Even in Example 3, the “line”
y = x  sin -i- is devoid of direction at  the point x=0 . Here, however
our imagination is aided by the fact that the graph has a defini te 
direction in any neighbourhood of point O.

2) Nikolai Ivanovich Lobachevsky ( 1792-1856) created non-Eucli- 
dean geometry and made valuable contr ibutions to algebra and analysis. 
He was also a prominent public figure, and an outstanding teacher 
who did much in the sphere of éducation. His whole life and work are 
closely bound up with Kazan University from which hegraduated  and 
at  which he was professor and rector.
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232. The Dlfferentlals of Some Elementary Functions

1. The differential of a constant is zéro:
da =  0 (1)

2. The differential of an independent variable is equal to 
its incrément:

dx =  Ax (2)
3. Generally, the differential of a linear function is equal 

to its incrément:
d (ax -f- b) =  A (ax b) =  a Ax (3)

With respect to the other functions, the differential and 
incrément are not equal. (They differ by a quantity of higher 
order of smallness with respect to A*; Sec. 228.)

4. The differential of a power function xn is equal to 
nxn~' Ax [cf. (4), Sec. 233]:

dxn =  nxn ~1 A jc (4)

233. Propertles of a Differential

1. A constant factor may be taken outside the sign of the 
differential:

d i a l  (x)]=ad[(x)  (1)
2. The differential of an algebraic sum of a fixed number 

of functions is equal to the algebraic sum of their differentials:
d I/i M +  h  (x) — U (jt)1 =  df j (x) +  dfi (x)—df3 (x) (2)

3. The differential of a function is equal to the product 
of the dérivative by the differential of the argument:

df (x) =  f  (x)dx (3)
This follows from Sec. 228 (Theorem 1) and Sec. 232, Item 2

In particular (cf. Sec. 232, Item 4),
d (xn) =  nxn ~ 1 dx (4) 234

234. The Invariance of the Expression f  (x) dx

The expression f ' (x) Ax represents (Sec. 228, Theorem 1) 
the differential df (x) when x is regarded as the argument. 
But if the quantity x itself is regarded as a function of some 
argument t t then the expression /' (x) Ax, as a rule, does not
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répresent the differential (see Example 1 below); the only 
exception is the case of a linear relation:. x =  at-\-b.

On the contrary, formula (3), Sec. 233,
df(x )= f' (x )dx  (1)

is true both when x is the argument (then dx=Ax)  and when 
x is a function of t (see Example 2 below).

This property of the expression /' (jc) dx is called its inva­
riance.

Example 1. The expression 2x Ax is the differential of the 
function y =  x2 when x is the argument.

Now put
x = t 2 (2)

and we will consider t as the argument. Then
y = x 2 =  ti (3)

From (2) we find
Ax =  2t At +  At2 (4)

Hence
2x Ax =  2t2 (2t At +  At2) (5)

This expression is not proportional to At and therefore 
now 2x Ax is not a differential. The differential of the function 
y is found from (3):

dy =  413 At (6)
Comparlng (5) and (6) we see that 2x Ax and dy differ by the quan- 

tity 2/* A/*, which is ot second order with respect to A t.

Example 2. The expression 2xdx  is the differential of the 
function y =  x2 for any argument t. For example, let x =  fa. 
Then

dx =  2t At
Hence

2xdx =  2t2 • 2t At =  8 At 
Comparing with (6), we see that

dy =  2xdx

235. Expressrng a Derlvatlve In Torms 
of Dlfferentlals

The dérivative of a function y with respect to the argument x 
is equal to the ratio of the differential of the variable y to 
the differential of the variable x:
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The subscript x on the symbol y ' emphasizes the fact that 
when we are seeking the dérivative, the argument is x. The 
differentials dy and dx may he taken with respect to any argu­
ment (see Sec. 234).

An extremely convenient notation for a dérivative is often
the expression and similar expressions: (the dériva­

tive of the function f (x) with respect to x), (the dériva­

tive of the function <p (t) with respect to t), d (3X'+ 2X+1) _
=  6 x + 2  and so forth.

The follbwing conventional notations are also employed:
/ (x), (3ia +  2 * + 1) and so forth, which are particularly

convenient when taking the dérivative of a complicated ex­
pression.

236. The Function of a Function (Composite Function)

A quantity y is called a function of a function (composite 
function) if it is regarded as the function of some (auxiliary) 
variable u, which in tum dépends on an argument x:

y =  f(u), u =  <p(jc) (1)
ln this way, y is a function of x, and this may be written as

y=fl<p(*)  1 (2)

If f (u) and <p (x) are continuous functions, then the fun­
ction f [<p (*)] is also continuous.

Example. If y — u3 and u =  1 + ^ 2, then y is a composite 
function of x, and we write

¥ =  ( 1 + * 2)3

237. The Dlfferentlal of a Composite Function

Finding the differential of a composite function does not 
require any spécial rules (due to the invariance of the expres­
sion /' (x) dx, Sec. 234).

Example 1. Find the differential of the function y =  ( 1 -j-*2)3.
Solution. Regarding y as a composite function (y =  u3, 

u — \-\~x2), we hâve
dy — 3u2 du, du =  2x dx
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Whence
dy =  3 (1 +  x2)2 • 2x dx (6jc -J- 12jc3 +  6jc6) dx

The same resuit is obtained directly:
dy =  d (1 4-3jc2 +  3jc4+jc6) =  (6jc4- 12x3 -f- 6x5) dx

Note. In actual practice, no spécial désignation is intro- 
duced for the auxiliary variable u. In Example 1, the pro­
cedure is:

d (1 +  x2)3 =  3 (1 +  x2)2-d (1 + x 2) =  ? (1 +jc2)2 2jc dx

Example 2. Find d \  a? — x2.
Solution.

d Ÿ a i —x* =  d{a*—x*)* = - j ( a * - x * )  *d (a*-x*)  =

238. The Derlvatlve of a Composite Functlon

The dérivative of a function of a function is equal to the 
dérivative of the function with respect to the auxiliary 
variable multiplied by the dérivative of the auxiliary vari­
able with respect to the argument:

Example 1. Find the dérivative of the function 

y —Y  a2—x2
(with respect to the argument x).

Putting

Va*- x*

d y  dy du
dx du dx ( i )

l
y = u  2 , u =  ai

we hâve
u =  a2—x2

î

By formula (1) we get 
dy 1 x
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Note. When using the notation beginners freqwently
make the following mistake. Knowing that (k *)' = -----—  . they write

2 V x

the resuit as — ----------  and forget to multiply by (a2- j t 2)'= -  2*. The
2  V a * -x *

error is due to imperfect notation (it is not seen with respect to what 
variable the dérivative is taken). Therefore, it is advisable at the 
beginning to write as follows:

dx Va*-x* 1
2 Va*-x* dx

(a*-x*) =
2 Va*~

(~2x)

When sufficient skill has been developed, the intermediate transforma­
tion is done ihentally.

The best sfcfeguard against mistakes is a preliminary computation
of the differential d Va*-x*.  Obtaining (Sec. 237, Example 2) - x ?x  ,

V a*-x*
we take the coefficient of dx (i. e. we divide by dx) and find for the
dérivative the expression —— *—

Va*-  x*

Example 2. Find the dérivative of the function y =  sin2 2*. 
Solution. Here we hâve a chain of three relations:

y =  u2, u =  sin v, v =  2x

By analogy with (1) we hâve Y x  =  T u. T v ' J x ' ^aking into 
account that ~  ̂=  dy™ v — cos v (Sec. 224, Example 3), we find

— =  2u ■ cos v ■ 2 =  4 sin 2x ■ cos 2x =  2 sin 4xdx
To avoid mistakes, it is best to proceed as follows: 

d s in2 2x=2 sin 2x d sin 2x=2 sin 2x cos 2x d (2x) = 4 sin2x cos 2x dx 
Dividing by dx we obtain

d sin2 2x
Tx 4 sin 2x cos 2x

239. Différentiation of a Product

R ule . The differential of a product of two functions is 
equal to the sum of the products of each of the functions by 
the differential of the other:

d (uv) =  u dv-\-v du (1)
For three factors we hâve

d (uvw) — vw • du +  uw-dv +  uv• dw 
and similarly for a greater number of factors.

(2)
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The dérivative of a product is computed by the same 
rule (the word “differential” is both times replaced by the 
word “dérivative”):

(uvy =  uvt +  vu' (la)
(uvw) ' == uwu '-\’uwv' +  uvw' (2a )

Exam ple 1. Find the differential and the dérivative of 
the function (2x2 +  3jc) (jc3—2).

Solution.
d l (2x2+ Zx) (x3— 2) ] =  (2x2+ Zx) à (x*—2) -f (x3—2) d (2x2-f-3x) =  

=  (2x2 +  3x) 3x2 dx +  (x3 — 2) (4x +  3)dx =  
=  ( l O*4 +  12x3 — 8*— 6) dx

The coefficient 1 0 ^ +  12jc3—Sx—6 is the dérivative. By 
formula (la) we would hâve found
[(2*2 +  Zx) (x3 — 2)]' =  (2jc2 +  Zx) (x3—2)' +  (*3- 2 )  (2x2 +  3*)'

and so forth.
Exam ple 2.

d(^x sin = j cd s in ~  +  sin-^--dx =
1. / 1 \ , - X  cos ---

= x  cos - y d  ( - y  J  +  sin y d x  = ---- - d x  +  s ïn-ydx =

=  ( - T cosT  +  sinT ) djc
Whence

d (  . 1 \  1 1 . . 1 /0.
r A xsln Tj = - T cosT + s,nT (3)

Note. It is assumed that x=£0. For x=0  the function x s in  —  is
x

not defined. But even if it is redefined (Sec. 231, Example 3), it is 
not différentiable for * = 0  [as the dérivative (3) dôes not tend
to any l imlt;  see Fig. 234]. 240

240. Différentiation of a Quotient (Fraction)

R ule. The differential of a fraction is equal to the pro­
duct of the denominator by the differential of the numerator 
minus the product of the numerator by the differential of 
the denominator, the whole expression divided by the deno­
minator squared:

t u v d u - u à v  . . .
«  — = ----- -=-----  ( 1 )
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The same rule holds îor the dérivative of a fraction (the 
word “differential” is replaced in each case by the word 
“dérivative”)

( U  N V U U V  y I v
T )  <la>

Exam ple 1. Find y' if 
We hâve

, _ ( x * + l ) ( 2 x + l ) ' - ( 2 x + !)(**+!)'  (x*+ 1 ) 2 - ( 2x + 1 ) 2x
y  ~~ (jc*+D« “  (x*+d*

i. e.
, 2 ( - x * - x + l )

y  (x» + l)>

Exam ple 2.' Find d y / ~ .

First consider the given expression as a composite func-

tion ( y = V  «; u = { ^ )  :

A - f  1 + X 1 - f  1 - X  ,  1 + X
ît i= t V ï +*

1 _ / *  1 - x  {l - x )  dx + (l +x)dx
2 r  i + x  ( i -  x)*

Simplifying, we get

d i /" - r ^  = --------- ~r= = r

241. Inverse Functlon

If from the relation y =  f(x)  there follows the relation 
*=<p (y), then the function <p (y) is called an inverse function 
of f (x).

Exam ple 1. The inverse of Uie function y = x 2 is the 
(double-^alued) function x =  ± Y  y-

Exam ple 2. The inverse of the function y = s in x  is the 
(infinitely multiple-valued) function x= arcsin y  (defined for 
ail values of y less than unity in absolute value).

Note. As a rule, an inverse function is muîtiple-valued. ** The 
multiple-valuedness can be avolded if we narrow the range of 
variation of the argument of the initial function. For instance, in 
Example 1 we can eliminate the négative values of the argument x 
and then the inverse function x= + V  y will be single-valued.

*) The only exceptions are those cases when the value of the
direct function, as the argument lncreases, elther  constantlv inereases 
or constantly decreases (such functions are termed monotonie).
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If the earlier notations of the variables are retained, the 
graph of the function y = f ( x )  also serves as the graph of 
the inverse function jc =  cp (y).

Ordinarily, however, the notations of the variables change 
rôles and the argument of the inverse function is denoted

by x, like the argument of the 
direct function.

Example 3. The inverse (single-valued) function of y =  x2 
is y =  Y  the inverse function of y =  2X is the function 
y =  log2x.

In this notation, the graphs of the initial and inverse 
functions are symmetric with respect to the straight line 
y —x (Fig. 235).

The derlvative of an inverse function. The dérivative of 
an inverse function is equal to unity divided by the dériva­
tive of the original function: n

Example 4. Let us consider the function y =  x2 for positive 
values of x. The inverse function (Fig. 236) is x — Y  y . We 
hâve

d y _ _ « d x _  i l 1 
dx ' dy 2x 2 y j  * 1

du
1) If the derlvative ^  vanishes, then formula (1) may be under- 

stood In the sense that  the inverse function has an infinité derlvative 
at the point in question, i.e. 11m t ~ = co (see Sec. 231. Case 1; cf. 

Sec. 213, Note 2).
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242. Natural Logarlthms

The formula for differentiating a logarithmic function 
(Sec. 243) is of the most elementary form when the base is 
the number

e =  üm (  1 + 4  V  »  2.71828
*-*• n  \  J

(Sec. 214). The logarithm is then called natural and is de- 
noted by ln.l)

In order to transform a natural logarithm to a logarithm 
to any base a, multiply it by the modulus for changing from 
natural logarithms to the other System of logarithms (equal 
to loga <?):\'

\oga x = \ o g a e \nx  (1)
Conversely, to change from a logarithm to the base a to 

the natural logarithms, multiply it by lna (i.e. by loge a ):* a)
In x =  ln a loga x (2)

Mnemonlc rule: Writing the formula (1) in complété form, we get 
\oga x=\ogu e log*x. Discara the log slgns and form fractions of the re-
maining letters — , —  , —  ; then the first is the product of the last a (z 0 
two. The same holds for formula (2).

The modulus for changing from natural to common loga­
rithms is denoted by A4:

M =  log a=0.43429 (3)
(it is easy to remember the first four digits: A4 =  0.4343). 
Formulas (1) and (2) take the form 3)

log x =A4 ln jc, (4)
ln * = 4 -U )g *  (5)

1} The initial letters of the Latin  words logarlthmus naturalis. 
The number e is irrational; more, it is transcendental, that is to say, 
it cannot be the root of any algebraic équation with rational coeffi­
cients. Also transcendental are tne natural  logarithms of ail integers, 
and also the common logarithms of ail integers (except l ,  10, 100, 
1000, etc.). The transcendence of the number e .was proved in 1871 
by the French mathematician Hermite,  the transcendence of the loga­
rithms was proved by the Soviet mathematician A. Gelfond in 1934.

a) The quantities Iog0 e and log* a are reciprocal (log0 a-log*a= 1).
To avoid confusion as to when to multiply by M and when by 

, remember that the common logarithm of any number Is less thanAl
the natural logarithm (for example, ln 10 «  2*.3, while log 10=1).
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where
■̂ =  ln 10 ^ 2.3026 (6)

For multiplication by M and ~  there are spécial tables
(p. 843).

Example 1. Find ln 100.
Using formula (5) we get \nx »  2.3026-2 «  4.605.
Example 2. Compute e3 using tables of common logarithms. 
We hâve log (e3) =  3 loge =  3Af =  1.3029, whence e3~^ 20.09. 
One can also use the table of natural logarithms 

(pp. 839-842). We hâve ln (e3) =  3; it is necessary to inter- 
polate to find four décimais of the number e3.

Example 3. The common logarithm of some number is 
0.5041; find its natural logarithm.

We hâve
ln*=-±- log x »  2.303 0.5041 «  1.161

This product may be found with the aid of the table on 
p. 843; namely,

-±•0.50 «  1.1513M
-±•0.0041 «  0.0094M

-±-•0.5041 «  1.161M

243. Différentiation of a Logarlthmlc Functlon

The differential and dérivative of a 
(Sec. 242) are expressed. by the formulas

d l" * = T -
d_
dx ln x

X

natural logarithm

( 1 )

(2)

If the base of the logarithm is an 
then

d loga x =  loga e t j - , 

lx x ~  l°8o e ' "7

arbitrary number,

(3)

(4)

** Formula (3) may be obtained from (1) by taking into account 
(1), Sec. 242.
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In particular, for the common logarithms
(3a)

(4a)

Here, M «  0.4343 is the modulus for changing from natural 
logarithms to common logarithms (Sec. 242).

Example 1.

Example 3. Find the valiie of the dérivative of logx for

Formula (4a) yields ( lo g x )'= -j  «  " ;̂ 3Q43- æ 0.0043
Example 4. Find log 101 without using tables.
The incrément A log* is approximately equal to the

differential d logx =  M . For x = 100  and A x = l we obtain 

A log x »  °:4|30t03, ■ «  0.0043. Hence,

log 101 =  log 100 +  A log 100 «  2 +  0.0043 =  2.0043 

which coïncides with the tabular value. 244

244. Logarithmlc Différentiation

When differentiating expressions which are in a form 
convenient for taking logarithms, the latter operation may 
be performed first.

Example I. Differentiate the function y = x e ~ x*
(1) Taking logs to the base e, we get

Example 2.

x =  100.

In y = ln  x —x2

(2) Now differentiate both sides of (l):
( 1)



D IF FE R E N Tl AL CALCULUS 305

(3) Substituting for y the expression xe~x*, we gel

Example 2. Differentiate the function y = x x. 
Take the following steps,
(1) In y = x  ln x.

(2) (ln *)' +  ln x =  1 +  In x,
(3) y' =  i/ (1 +  ln x) =  xx (1 +  lnx) 

Example 3. Differentiate the function

y =
(cf. Sec. 240, Example 2).

(1) ln y = \ l n  (1 + * ) — i- ln (1 - * ) .

(2) X .= ±  J __i_ J__î_= _*_
K t y 2 1 + x  ' 2 1 - x  1 - x *  ’

(3) = Y  \±~ 1 ______ 1_____
i - x * ~  ( i - x ) K T = 7 *  '

Example 4. Differentiate the function
(x+l)*

^  (x+2)3 (x+3)4

O)

(2)

(3)

ln y = 2 ln (x + 1)—3 ln (x +  2) — 4 ln (x+3),
y* ___2______ 3____ 4
y x + l  x+ 2 x+ 3  ’

(JL 3
y (x+2)» (x+3)* l x + l r + 2

(x + l)  (5x»+14x + 5) 
(x + 2)* (x+3)B

The foregoing method is called logarithmic différentiation, 
and the dérivative of the logarithm of the function y = f  (x),

<ln * > '= - £ = w
is called the logarithmic dérivative of the function / (x).
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2 4 5 . D llferentlatlng an Exponentlal Functlon

The differential and dérivative of the exponential func- 

tion ex ^where e — lim — «  2.71828J are expres-

sed by the formulas l)

dex =  exdx, j^ e x =  ex (1)

(the dérivative of the function ex is equal to the function 
itself). Foi* an arbitrary base a we hâve

dax =  ax ln a dx, ax =  ax ln a (2)
In particular,

d 10*=10*-]i-rf*, ^ 1 0 * = 1 0 * ^ -  (2a)

Here, =  >0 ~  2.3026.M
Example 1.

^(e**) =  e**^ (3x) =  3e»

Example 2.

d ( x e ~ x 2 )  =  x de~xZ -j-e~xZ dx =  xe~x2d ( —  x2) -j~e~xZ dx —
=  e~x2( \ —2x2) dx

Example 3.
d et~ e~ t _(g< + g ~ f) d (et - e ~ t) - ( e t - e - t) d (el + e - t ) __

e t  +  e - t  ( e t  +  g  — t )  2

— (g*+g~*)2- ( g* - g ~ f)* ^  _  4dt
( e t  +  e - 1 ) 2 ( e t  +  e - t ) 2

Example 4.
d 71* =  7** ln 7d (t2) =  2t 7*' ln 7 dt

Formulas (1) and (2) may be obtained by logarithmic différen­
tiation (Sec. 244) or by regarding the exponential function as the in­
verse of the logarithmic function (Sec. 241).
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246. Dlfferentlatlng Trigonométrie Fonctions1*

Differentials 
1. d sin x =  cos x dx,

II. d cos x=- — sin x dx, 
dxIII. dtanjc =

IV. d cot x =  *
cos2 x *
_  dx 

sin2 x ’

Dérivatives

cos x =  — sin jc,

d_ 
dx 
d_ 
dx

f x [anX- ^ - X’

-----1sin* x

These formulas should be memorized. The following two need 
not be:

V. dsecjc =  tan x-seexdx,  ^ sec  jc =  tan jc-secjc,

VI. d cosec x =  — cot x • cosec x dx, ^  cosec x =  — cot x • cosec x 
Example 1.

d sin 2jc =  cos 2x d (2jc) — 2 cos 2x dx

Example 2.

4 r  ln /  “ T fx ln sin • Tx sin 2x=coi 2x
Example 3.

à ln tan  <P =  t5iï» • £  tan  *  =  cot <P î 3 ï^ = i i J T 2 5  

Example 4.

^-jesin x —  *sin x ^cos JO ln JC +

This is obtained by logarithmic différentiation (Sec. 244). 
Putting y =  xiin x, we find ln ^ = sin  x In jc, whence
1 d I .  sin xJ T x y = c o s x \ n x + — .

l) For the dérivation of formula (I) see Sec. 224, Example 3; for­
mula 11 is derived in similar fashion. Formulas III and IV are derl- 
ved by means oi the relations

tan k = sin x
cos x

. CCS X:ot x = - ----
sin x
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247. Dlfferentlatlng Inverse Trigonométrie 
Functions u

Differentials
I. darcsinx = dx

V T

Dérivatives
a i— arcsin x =  — =  
dx V \ -

II. d arccos x =  -

III. darctanx=-

IV. darccotx =

dx
V \ - x2
dx

dx arccosx =

1+x* » 
dx

1+x*

-T- arctan x = dx

4- arccotx= dx

V  î^x*  
l

1+x*

l + x a

These formulas should be memorized. The following two need 
not be:

V. d arcsec x-

VI. d arccsc x- 

Example I.

dx
x W - I

dx

d 1-T- arcsec x ——  - ,
dx x V x* - \

1
rV  x2 -  1 x V x 2-  1

d arcsin — =  a

Example 2.

d arctan — =

( t )

' ( * )

Va2- x 2

adx

1 +
( * ) ■

a2 + x 2

(D

(2)

Example 3.
d . 3x + 5 d /  3x+ 5 \  T .  / 3 x + 5 \ 2 “ia?arctan-r - = ZF( - 5- ) : [ i  + ( - r . )  J =

9xa + 30x + 29 9xa + 30x + 29

Example 4.
darccos4-ï | - r= d ( ÏIi T) : - | /

3-4 dx V ( 4 x -  I ) » - 9 6 dx
(4x- 1 )* ‘ I 4 x -  1 | I 4x— 1 | V 4 x 2-  2 x -  2

l) Formulas 1-V1 are derived from the corresponding formulas ol 
Sec. 246 (see Sec. 241).
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3 I 3 INote. The function arccos is only defined for — — j- <  1.

e elther for x  >  1 or for jc < — . It is not defined in the interval

- - i - ,  1 ^ .  If one formally substitutes some unsultable value (say,

; = Û) in the expression of the differential, it will turn out  to be ima- 
r^ary.

247a. Some Instructive Examples

The examples given below serve to ll luminate some of the more 
sibtle questions that  arise in the différentiation of Inverse trigono­
métrie fonctions.

Example 1.

The expression obtained coincides with the differential of the 
-nction arccot x. However, the following equality holds only for po­

sitive x:

arctan — =arccot x x 0 )
F Dr négative x  we hâve * *)

arctan —— arccot x = - n  x (2)

*) Formula (2) may be readily verified for the poin t  jc= - 1 for
•  hich we hâve

. 3 j i  . 1 j iarccot x = —~,  a r c ta n — = — —4 x  4

On the other hand, for négative values of x the différence arctan ——
x

-arccot  jc is constant because Its dérivative ^ — 7̂ 1 -’Y+ x 2 ') *or

x <  0 is equal to zéro (see Sec. 226, Item 1). Consequently, formula 
(2) holds true for ail négative values of jc; putt ing  jc= + 1 and reaso- 
ning in the same way, we are convinced that  formula ( 1) holds true
for ail positive values of jc. For jc = 0, the function arctan —  is not
defined and, hence, does not hâve a dérivative. That is why one can-
not assert that the function a r c t a n - - a r c c o t  jc is constant over the
entlre number Une (cf. Sec. 265, Theorem 1).
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For *=0  the function arctan (Fig. 237) is discontinuous ^ i ts

limit from the left is , from ther igh t  + - ^  ; cf. Sec. 2 1 8 ^  and,

hence, it is not différentiable, whereas the function arccot x (Fig. 238) 
is continuons and its dérivative for x= 0  is - 1 .  The right branch of
the graph ,y=arctan —■- coïncides with the right half of the graph

t / =  arccot j c ,  while the left branch coïncides with the left half of the 
dashed line in Fig. 238 ( this yields the nonprinclpal  value of the 
multiple-valued function y=arcco tx ) .

Example 2.

2 ( l-* )2 _ 1
“ ( l - * ) 2 ’( l - * ) 2 + ( l + * ) 2“ l + * 2

Thls expressiop coincides with the dérivative of the function 
arctan x.

For x < 1, thls function is connected with the given one by the 
relation M

arctan y ~ = a r c t a n  jc+-j - (3)

(Fig. 239). and for x >  1 by the relation

arctan t ~ =  arctan x -  (4)1 - jc  4 ' 1
1  + J CFor jc=1, the function arctan has a discontinuity AB=Jt, and

does not hâve a dérivative 
Example 3.

~  arcsin (sin jc) = dx K l - s i n *  r dx
d . cos x — sin x=,----------

COS X

’) The proof is the same as in the preceding footnote of this 
section.
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This dé r iva t ive  is equal to +1 when cos x  >  0, and to - 1  when 
c j s x < 0. For r  =  (2 /?+ l )  y  , when cosx  =  0, the d é r iva t ive  does not 

exist.

Note. In the in te rva l  —y- <  x  <  —  we hâve  arcsin (sin x)=x,  in 

the in te rva l  «y " <  x <  y  we hâve arcsin (sin x ) = n - x ,  in the  in te rval

Fig. 239

— <  x  <  y -  we hâve arcsin (sin x) = x ~  2 n  and so forth (Fig. 240). 
Therefore, inside the first interval the dérivative is equal to 1, inside 
the second one, to -  1, etc. At the points x = ( 2 fe + l ) — the dériva­

tive has a discontinuity; at each of these points we hâve one-sided 
dérivatives (cf. Sec. 231. Example 2).

248. The Différentiel 
In Approximate Calculations

It often happens that a function f (x) and its dérivative 
f' (x) may be readily calculated for x =  a , but not for values 
of x close to a (here, direct computation of the function is 
difficult). Then use is made of the approximate formula

f(a +  h ) * * f ( a )  +  f ' (a)h  (1)
It states that the incrément f (a-{-h)—f (a) of the function 
f (x) for small values of h is approximately equal1J to the 
differential f' {a) h (cf. Sec. 228, Theorem 2).

Below (Sec. 265) a method is indicated for evaluating the 
error 2) of formula (1), but the évaluation often involves cu- 
mbersome computation. For rough calculations, one often 
confines oneself to formula (1).

*) If f '  (a)=0, then formula (1) states that the incrément in the 
function is small compared to h; then, for sufficiently small values of 
h we can take it that f  (a + h) = f  (a).

*) See also Sec. 271, Note.
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Example 1. Extract the square root of 3654.

Solution. It is necessary to find the value of the function 
/(*) =  }/* x for jc =  3654. It is easy to compute the values of 
f (x) and /'(*) =  - — r for x —3600. Formula (1), for a =  3600

and A =  54, yields ^3654 »  6 0 + 4 ô  -54 «  60.45. Here, ali 
the digits are correct.

Example 2. Find 1021.
Solution. Put / ( jc) = 10* so that (Sec. 245) / ' ( jc) =  

= — 1 0 * ^  »  2.3026^ . For a =  2, /z= 0 .1 , formula (1) gives 

10*-1 «  1 0 0 + ^ -1 0 0  0.1 SK 123.0

This resuit is rather rough (to within the fourth significant 
digit, 102 1 =  125.9).

If we compute 102-01 (now /z =  0.01) in the same fashion, 
we get 102.3. Ail the digits are correct.

Example 3. Without using tables, find the value of tan 46°. 
Solution. Put /(jc) =  tanx, a =  45°, /z =  1° =  0.0175 radian;

then we h âve/' (a) =  —t t ï z —2- Hence, tan 46° l + 2 x'  v '  c o s z 4 5  .
X0.0175= 1.0350.

Only the last digit is incorrect; from the tables we find 
tan 46°= 1.0355.

It is worth noting the following approximate formulas

(2)

’ + 2a; <3)

(4)

(a is an infinitésimal):

( r ô - 1-2011

/ r + â » i + 4 - « <

1 2“
1

V 1 - a
1 + (5)

1 +  a ~ l +  - j- a. \ / 1—aæ  1— -j- a; (6)

*) Formulas (2)-(6) are spécial cases of the formula (1 + a ) n?s: 1 +na, 
which is obtained from (1) by putting f  (x)=xn, a = l ,  h=a.
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ln (1 + a ) ^ a ,
«  1 +  a,

sin a  æ a.

In (1 — a) ^  — a; (7)
W w l + ' j j - a ;  (8)

cos a  æ l — ^ a 2, tan a æ a  (9)

249. Ustng the Differentlal 
to Estlmate Errors In Formulas

Data obtained in measurements conta in errors due to inac- 
curacies in the measuring instruments. The positive number 
which definitely exceeds the error in absolute value (or, at 
worst, is equal to this error) is called the limiting absolute 
error or, simply, the limiting error. The ratio of the limi­
ting error to the absolute value of the quantity being measu- 
red is called the limiting relative error.

Example 1. The length of a pencil is measured with a 
ruler having millimétré divisions. The measurement yields 
17.9 cm. The error is not known but it is definitely less than 
0.1 cm. Therefore we can take 0.1 cm for the limiting error.
The limiting relative error is equal to y—  . Rounding this
up we get 0.6%.

Finding the limiting error. Suppose a function y is com- 
puted from an exact formula y = f { x ) ,  but the value of x is 
obtained by measurement and therefore conta ins an error. 
Then the limiting absolute error | Ay | of the fonction is found 
from the formula

I Ay| ~ \dy\  =  | / ' ( x ) | |  Ajc| (I)
wnere | Ax \ is the limiting error of the argument. The quan­
tity | Ai/1 is rounded up (because of the inaccuracy of the 
formula itself).

Example 2. The side of a square is measured and found 
to be 46 m. The limiting error is equal to 0.1 m. Find the 
limiting error for the area of the square.

Solution. We hâve y = x 2 (where x is the side of the squ­
are and y is the area). Whence | Ay 1 æ 2 | x | |Ax |. In our 
example, * = 4 6  and | A* |= 0 .1 . Hence | Ay | «  2-46*0.1 = 9 .2 . 
The limiting absolute error is rounded on to 10 m2. The li­
miting relative error is equal to -|-2 æ 0.5%.

The limiting relative error | j may also be found by 
means of logarithmic différentiation (Sec. 244) by using the
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formula
| ^ | * | d l n y |  (2)

In particular, for y — xn (̂ then d ln y =  ? - ~ \  we hâve

that is, the limiting relative error of the power xn is equal 
to the /i-fold limiting relative error of the argument.

Example 3. Under the hypothèses of Example 2, the
limiting relative error of the area is equal to 2 —• »  0.5%.

Example 4. Measuring the edge of a cube yields x =  12.4 cm. 
The limiting error is 0.05 cm. What is the limiting relative 
error for the volume of the cube?

Solution. The limiting relative error for x is equal to
0.004; for x3 it is equal to 3 0.004=0.012.

Rule 1. The limiting relative error of a product of two 
or several factors is equal to the sum of the limiting relative 
errors of the factors.

Rule 2. The limiting relative error of a fraction is equal 
to the sum of the limiting relative errors of the numerator 
and denominator.

These rules follow from Secs. 239, 240. *>
Example 5. In seeking the spécifie weight of a body, we 

hâve found its weight p =  20 g and the weight of the water 
it displaces, u =  40 g. The limiting absolute error for p is 
0.5 g, for v it is 1 g. Détermine the limiting relative error 
for the spécifie weight.

Solution. The spécifie weight y is equal to . We hâve

Example 6. The altitude h and radius of the base r of a 
cylinder hâve been measured to within 1%. Find the limiting 
relative error (1) for the latéral surface S and (2) for the 
volume V of the cylinder.

*> The formula d In — = — yields the limiting relative error

i " i *
hâve d

du \— and not v |
fferent signs.

— I because the q u an t i t ie s— and — can u v \ u u
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Solution. We hâve S =  2nrh.  The factor 2ji is an 
number; its error is zéro. The relative error for 5 is

I Ar— J + [ ^ |  =  2% and for V =  nr2h it is equal to 2 1 —

ATh M % .

exact
AS

A r

=x0, y =  yQ there is no

250. Différentiation of Impllclt Functlons

Let an équation relating x  and y and satisfied by the values 
x = x 0 and y =  y0 define y as an impiicit function of x To
find the dérivative at the point x =
need to seek the explicit expression of 
the function. It is sufficient to equate 
the differentials of both sides of the 
équation and from the equal ity *obtai- 
ned to find the ratio dy.dx.

Note. An équation connecting x 
and y can define y as a multiple-va- 
lued function F (x) of x. But specifying 
a pair of values x = x Q and y =  y0 
isolâtes one of the many values of 
the function.

Geometrically, a straight line pa- 
rallel to OY (Fig. 241) can intersect 
the curve L at several points M0, Mlt 
M2, . . . .  but spécification of the point
M0 isolâtes the arc AM0B (that passes through it) which 
is a single-valued function.

Example 1. Find the dérivative of the implicit function 
given by the équation x2-\-y2 =  25 at the point x = 4 , y =  — 3.

First method. Solving the équation we get y = —1^25—x2 
(we choose the minus sign because for x =  4 we must hâve 
y = —3). Now we get

d y __ x _ _ 4
dx ~~ V 2 5 - x *  3

Second method. Equating the differentials of the right and 
left sides, we obtain

2x dx +  2y dy =  0
whence

dx y  3 V )
We hâve found the slope of the tangent line M 0T to the
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circle x2-\-y2 =  25 (Fig. 242) at the point M0 (4, — 3). The 
slope of the radius OM0 is — -  . The product of the slo- 
pes is equal to —1, i.e. OMqJ^MqT.

Example 2. Find the dérivative of the implicit function 
given by the équation l)

Differentiating, we find
2 je dx 

a*
whence.*

+ 2 y dy —  a  bi —»

dx a* y (3)
Equation (2) is an ellipse. By virtue ot (3) the slope of the tan-

6* JC
gent line M T  (Fig. 243) is - - — The slope of the diameter  M M '

u b*is . The product of the slopes is equal to -  — Hence, (Sec. 55),
the directions M T  and M M '  are conjugcte, that is to say the diame­
ter M M '  bisects the chords parallel to M T.

The diameters of hyperbolas and parabolas possess the same pro- 
perty

251. Parametrlc Représentation of a Curve

Any variable quantity t defining the position of a point 
on a curve is called a parameter2). In mechanics, time is 
most often taken as the parameter.

‘) Eq. (2) defmes y as a double-valued function of jc, but insofar 
as the values of both variables wiII be known, one of the two values 
of the function is taken (cf. Example 1).

*) The term “parameter” is used in yet another sense to dénoté a 
quantity which for a given curve is invariable but changes when mo- 
ving from one curve of a given type to another. For example, the 
quantity p in the équation of the parabofa p* = 2pjc is constant for 
the given parabola but changes wheo we pass .to another parabola.
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The coord inates of a point lying on a curve L are fun- 
ctions of the parameter:

x = f ( t ) ,  (1)
y = < p ( 0  (2)

Eqs. (1) and (2) are called the parametric équations of 
the curve L (cf. Sec. 152).

If it is desired to find an équation relating the coordi- 
nates x, y of curve L, one has to eliminate t from Eqs. (1) 
and (2) (see Examples 1 and 2).

!t may happen, however, that the équation obtained after elimi- 
nating t represents a curve which the curve L covers only in part 
(see Example 3)

Example 1. Let 0  (Fig. 244) be the highest position of 
a material particle thrown at an angle to the horizon, and 
let t be the time reckoned from the instant of highest éléva­
tion. The position of the point M on 
the trajectory AOB is determined by 
the quantity / so that t is the parame­
ter. The parametric équations of the 
trajectory referred to the XOY System 
are

x = O P  =  v0t t (3)

y = P  M  =  — g t z (4)

They state that the point M is 
in uniform motion with velocity i»0 in 
the horizontal direction and in uniform accelerated motion 
(g is the accélération of gravity) in the vertical direction

Eliminating t we get the équation

which shows that the motion is along a parabola.

Example 2. The position ol a point M on a circle ABA'B' 
of radius R (Fig. 245) is determined by the magnitude of 
the angle (p=</ AOM so that q> is the parameter. Setting
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up axes as shown in Fig. 245, we hâve the parametric équa­
tions of the circle:

x =  R cos <p, (6)
y =  R sin (p (7)

In order to eliminate (p, square (6) and (7) and add:
x* +  y* =  R* (8)

Example 3. Consider a curve given by the parametric  équations

x = VT. y=-Lt  (9)

Eliminating /, we get the équation y=-^-x*  which describes a para-
bola AOB (Fig. 246). The c jrve  (9) Is half of this parabola (OB) cor- 
responding to positive values of x.

252. Parametric Représentation of a Functlon

Let there be given two fonctions of the argument t :

x = f ( t ) ,  y =  <p(t) (1)

Then one of them, say y, is a function of the other.1) The 
représentation of this function with the aid of equalities (1) 
is called parametric, the auxiliary quantity t being called 
the parameter.

In order to obtain an explicit expression of y  as a fun­
ction of x , one has to solve the équation x = f  (t) for t (this 
is not always possible) and substitute the expression found 
into the équation y =  q>(t).

M As a rule, it is multlvalued even when /  (i) and <p (/) are sing- 
le-valued.
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On the contrary, it is often more convenient to pass from 
nonparametric représentation to parametric. Utilizing the 
arbitrariness of choice of one of the functions / (/), q>(/), we 
attempt to ensure single-valuedness and, if possible, simpli- 
city of both functions.

The dérivative — is expressed in terms of the parameter 
t by the formula

dy dg  (Q _ (p/ (t)
dx df (t) T < 0  w

ln a parametric représentation, both variables x and y are 
on equal terms (cf. Sec. 251).

Example 1. Given two functions:

x = R c o s t , y =  R s \ n t  (3)

They specify y parametrically as a double-valued fun- 
ction of x (and conversely). From the first équation we find

JC /cos t =  -% so that sin t =  ±  y  1—-̂ -2 . Substituting into the 
second équation, we get

y = ± V  R2—x2 (4)

This is the équation of a circle (cf. Sec. 251, Example 2). 
The parameter t is the angle XOM (see Fig. 245). The dé­
rivative expressed in terms of the parameter t is

dy _ d  (R sin / ) _  f t
dx~~ d ( R c o s t ) —  LUl (5)

This is the slope of the tangent line MT.
Example 2. The équation

£ + £ =1 <6>
describes an ellipse and spécifiés a double-valued function
y ~ ± ^ Y a 2—x2. To represent it parametrically, one can
arbitrarily express one of the variables, say x, as a function
of t. Putting — =  cos t, we find -—=  ± sin /. The sign may
be chosen at will. Let us take the plus sign. We obtain the 
parametric représentation

x — a c o s t .  i/ =  6 s in / (7)
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The geometrical meaning of the parameter t is évident 
from Fig. 247 where AN A' is a circle of radius a and N is 
a point taken on the same vertical line as point M of the 

ellipse on the same sid e1) of the 
axis AA'. We hâve t =  £  AON. The
dérivative ~  is expressed in ternis 
of t by the formula

d y __d (b sin t)
dx " d (a cos t) “ - cot t

This is the slope of the tangent 
line MT.

Note . The ordinary spécification of a 
tunction y= f  (x) may be regarded as 

a spécial case of the parametric représentation; namely, it may be 
written in the form

x - t .  y - f  (t)

253. The Cyclold
The cycloid is a curve described by a point M on the 

circumference of a circle rolling (without sliding) along a 
straight line (directrix or base line) The rolling circle is 
called the générairix.

In Fig. 248, the directrix is 0X\  the generating circle is 
given in two positions; in the “initial” (ODB) when M tou­
ches the directrix and in an “intermediate” position (NME).

Note. The expression “rolls without sliding*' means that 
the point of tangency N is at a distance from the initial 
position O equal to the arc NM;

ON — (1)

y
') If we take - f - = - s i n / .  then N must be taken on the other o

side.
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Parametric équations of the cycloid. If the coord ina te axes 
are as indicated in Fig. 248 and if we take for the para- 
meter the angle t =  £  MCN, we get the following parametric 
équations1* * of the cycloid:

x =  a (t — sin /), (2)
y =  a (1 — cos t) (3)

where a is the radius of the generating circle.
If (3) is solved for t and substituted into (2) we get x  as an in- 

fi ni tel y multiple-valued function of y:

x = 2 a k n ±  a r c c o s - ^ - -  V y  (2 a -y )  ^  (4)

where k is any integer. *1

The ordinate y is a single-valued, but not an elementary, 
function of x (see Fig. 248).

The slope k  of the tangent line is
. _d y __  a sin t

dx a ( 1 -cos  t ) (5)

and the slope k' of the straight line NM is
. , _y~ÜN  __a ( 1 -  cos M

x - x h  - a  sin t (6)

Hence, kk' =  — 1, i.e. MT_[_MN. Consequently, to construct 
a tangent line to the cycloid it is sufficient to join M to 
tne highest point of the generating circle (angle NME is a 
right angle: the angle in a semicircle is a right angle).

254. The Equation of a Tangent Une 
to a Plane Curve

Let MT (Fig. 249) be a tangent line to the curve L at 
the point M (xt y). Dénoté the running coordinates of the 
point N lying on the tangent line by X t Y.

») The value of the angle / can be positive or négative and can 
hâve any absolute value: for Eqs. (2)-(3) are easily read
from Fig. 248:

x = O P = O N - P N  = N M  -  M Q = a t - a  sin t, 
y= PM = NC -  QC = a - a  cos t

*) In Fig. 248, the points M, M,, etc. are associated with the 
plus slgn in Iront of the parenthèses, the points M t , M a, etc., with  
the minus sign.
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For any représentation of the curve L (explicit, implicit 
or parametric) the équation of the tangent line may be writ- 
ten in the following symmetric form:

X - x  Y - y  
dx dy O)

If the curve L is given by the équation y =  f(x),  then 
from (1) we obtain

Y - y  =  f ' W ( X - x )  (2)
If the curve L is given parametrically, we get

where x', y' are dérivatives with respect to the parameter. 
In an implicit représentation of the curve L we equate 

the differentials of both sides of the 
équation (cf. Sec. 250) and in the 
equality obtained replace dx, dy by 
the proportionate quantities X — x.
Y - y •

Example 1. Find the équation of 
the tangent line to the parabola y== 
=  xa—3x +  2 at the point (0, 2). 

fi*. 249  .. w « have y ' = 2 x —3== — 3. By (2)
the desired équation is Y —2 = — 3X. 

Example 2. Find the équation of the tangent line to the 
ellipse

x =  5 Y 2 cos t,  y =  3 Y 2 sin t (4)
at the point M (—5, 3) (cf. Sec. 252, Example 2).

Solution. To the given point there corresponds the value
t • From (4) we hâve

x' =  — 5 y r2 s i n / = —5, y' = 3  Y  2 cos t = —3
According to (3), the équation of the tangent line is

X + 5 __Y — Z
- 5  - 3

>) It 1s assumed that the dérivative / ' (x) at the point M is finite. 
However, if / ' ( x)=<x> (Sec. 231, Case l), then in place oi (2) we hâve 
the équation

X -  jc = 0
(the tangent line is parallel to the axis of ordinates).
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• e.
3X — 5F +  3 0 = 0

Example 3. Find the équation of the tangent line to the
équilatéral hyperbola xy =  m2 at the point ^ -^ -,2 m^.

Solution. Equating the differentials of both sides of the 
équation, we obtain

xdy  +  y d x = 0  
Replacing dx, dy by the quantities X —x , Y —y , we get

x ( r - y ) + y ( X - x ) = 0 (5)
Since xy =  ma, it follows that (5) may be rewritten as

xY +  yX =2m*  (6)

Substituting x = y  » y =  2m into (5) or into (6), we obtain 
K +  4X =4m

254a. Tangent Linos to Quadrlc Curves

Equation of curve Equation of tangent line

Ellipse ■ £ + •&  =  ». =

Hyperbola £ = 1 .  £ ^ _ ^ l ==i>
Parabola y2=2px ,  yY =  p(X-\~x)

255. The Equation of a Normal

The normal at a point M of a curve L (Fig. 250) is the 
perpendicular MN to the tangent line MT.

According to Eq. (1), Sec. 254, the équation of the nor­
mal is of the form

( X - x ) d x + ( Y - y ) d y = 0  (1)
In accordance with Eqs. (2) and (3),
Sec. 254, we obtain the équation of the 
normal in the following formulas:

y - y = - — ( X- x ) ,  (2)

( X - x ) x '  +  V - y ) y ' = 0 (3) Fig. 250
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In an impiicit représentation of the curve L we equate 
the differentials of both sides of tiie équation and elimi- 
nate dx and dy by means of (1).

Example 1. Find the équation of the normal to the para-
bola y =  ̂ -x* at the point ( — 2, 2)

We hâve y ' = x = —2; according to (2) the desired 
équation is

Y - 2 = | ( X + 2 )

Example 2. The équation of the normal to the cycloid
x = a ( t — s in /), y —a (1 — cos t) (4)

(Sec. 253)''is, according to (3), of the form
(X—x) (1 — cos t) +  (Y — y) sin / =  0 (5)

or, utilizing (4),
X (1 — cos t) +  Y sin t —at (1 — cos / ) = 0  (6)

This équation is satisfied for X =  at , F =  0; hence, the nor­
mal passes (see Fig. 248) through the point N (at, 0) of the 
generating circle.

Example 3. Find the équation of the normal to the ellipse

a* * b*

Differentiating, we obtain

^  +  ̂ = 0  (7)

Eliminating the differentials from (7) and (1), we get 
( X - x ) y  ( Y - y )  x 

b* Û2 256

256. Hlgher-Order Derlvatlves

Let /' (x) be a dérivative of the function /  (x); then the 
dérivative of the function /' (x) is called the second dérivative 
of the function f (jc) and is denoted by f” (x).

The second dérivative is also called a second-order déri­
vative. In contrast, the function f'(x) is called a firsUorder 
dérivative, or the first dérivative.

A dérivative of the second dérivative is called the third 
dérivative of the function f (x) (or the third-order dérivative). 
It is denoted by (jc).
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In similar manner we define the dérivatives of the fourth 
order / ,v (x), fifth order / v (x) and so forth (numbers are used 
instead of dashes to save space and Roman mimerais are 
used to avoid confusion with exponents).

A dérivative of the /ith order is symbolized by fin) (x).
If a function is denoted by a single letter, say y, then 

îts successive dérivatives are denoted by
y y \  y"\  j / l v , t / v . . . . . . . . . . . y(n)

Example 1. Find the successive dérivatives of the function 
f ( x ) = x i .

Solution. /'(*) =  4x», r  M =  (4**)'=12x*. (x) =  24x,
/iv (oc)= 2 4 , f v ( x ) = 0.
Subséquent dérivatives are also equal to zéro.

Example 2. If y =  s \nx , then

y' =  cosx =  sin ^  +  */"= — sin * =  sin (* +  ji),

ÿ " ' = — c o s x = s i n ^ x + ^ y  . . .  , y‘»> =  sin (x + / t -2 - )

The values of the dérivatives for a given value of the 
argument x = a  are denoted by /'(a), /"(a), /"'(a), etc. 
In Example 1 we hâve /'(2) =  32, fn (2) =  48 and so forth. 

Example 3. If f (x) =  ln (1 + * ), then

r w = -

/>V(X) = (1+JC)4

1
" (1+JC)2

f{n) (x)--

f "  (x)=  ■■ 12 - 
( - l ) n - n  (n -  1)!

(l+*)n
Consequently,

/ (0)=0, / '  (0) =  1, n O )  =  - l ,  (0)=2î,
/iv (0 )=  —31, . . . .  p>(0) =  ( — l)" + i(/i— 1)1

257. Mechanlcal Meanlng of the Second Derlvatlve

Let a point be in rectilinear motion. Covering a distance 
s in time t> it acquires a velocity u. Let this velocity change, 
the incrément during the time interval (/, * +  A/) being Au.
Then the ratio yields the change in velocity per (aver­
age) unit of time and is called the average accélération. This 
relation describes the rate of change of the velocity at time 
t the more precisely, the smaller A/ is. Therefore, the acce•
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leration (at time /) is the limit of the ratio as A/ 0,

that is. the dérivative ^ . But the velocity v itself is a
dsdérivative: -rr . Therefore, accélération is the second deriva- ai

tive of the distance with respect to the time.
Example. The motion of an undamped oscillation of a 

membrane is given by the équation

s =  c l  sin -2ji t
( 1 )

(T is the period of oscillation, a is the amplitude, and s is 
the déviation of a point of the membrane from the position 
of rest).

The rate of motion is
, 2na 2nt  v = s  = —  cos - y -

The accélération is
v ' = s n - 4jt*a . 2nt 

T ,  s in  —

Comparing (2) and (3) we see that
4ji2

T »s — -

(2)

(3)

(4)
thus, the elastic force of oscillation (it is proportional to the accéléra­
tion by Newton’s second law) is proportional to the déviation and 
has opposite direction.

258. Hlgher-Order Dlfferentlals

Let us consider a number of équidistant values of an 
argument:

x, x +  Ajc, x +  2Ajc, jc +  3Ax, . . .  
and the corresponding values of the function:

ÿ=l (x) ,  y i = f ( x  +  A *). y2= f ( x  +  2£LX), 
y3= l ( * + 3 a * ) ,  . . .

We introduce the notations
(x + ùx)—f(x), 

à y i = f ( x  +  2Ax)—/ (x +  A*). 
à y 2= /  (x +  3Ax)—l(x +  2Ajt)
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etc. The quantities Ay, Ayv  Ay2, . . .  are called the first 
différences of the function / (x). The second différences are the 
quantities A yx — A y, A y2 — &yi> etc. They are denoted by 
A2y (read: delta two y), A2yx, etc.

A2y = A y 1 — Ay,
A2y1 =  Ay2 — Ay1

The third différences are defined similarly: A3y =  A2y1— A2y, 
etc.

Example 1. Let / ( x ) = x 3 and x = 2 .  The first différences 
will be

Ay= (2 +  Ax)3—23 =  12 Ax+  6Ax2 +  A*3,
Ay1 =  (2 +  2 Ax)3 — (2 +  A*)3 =  12Ax + 1 8Ax2 +  7AX3,
At/2 =  (2 + 3  Ax)3 — (2 +  2 Ax)3 =  12Ax +  30 Ax2 +  19Ax3,

The second différences:
A2y =  Ayl — A y =  12Ax2 +  6Ax3, 

A2y1 =  Ay2 — Ayx =  12Ax24- 12Ax3,

The third différences:
A 3y =  A 2y x — A zy =  6Ax3,

For an infinitésimal Ax, the first différence is, as a rule, 
of first order with respect to Ax, the second différence is of 
second order, the third, of third order, etc.

In Sec. 228 we called the principal term of the first 
différence (12Ax in Example 1) the differential of the func­
tion. We will now call it the first differential. The second 
differential is then the principal term of the second diffé­
rence; it is proportional to Ax2 (12Ax2 in Example 1); the 
third differential is the principal term of the third différence, 
which term is proportional to Ax3 (ôAx3 in Example 1), etc. 
Let us formulate this exactly.

Définition. Let the second différence A2y of the function 
y = f ( x )  be split up into a sum of two terms:

A2y =  ÆAx2 +  p
where B is independent of Ax and the term P is of higher 
order of smallness with respect to Ax2. Then the term B Ax2 
is called the second differential of the function y and is
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denoted by d2y or d2[ (x). The differentials of higher orders 
are defined in similar fashion.

Theorem 1. The coefficient B of Ax2 in the expression 
of the second differential is equal to the second dérivative 
f” (x). The coefficient C of Ax3 in the expression of the third 
differential C A*3 is equal to the third dérivative /'"  (x), etc.

Example 2. If /(x) =  x3, then /"(x) =  6x. Accordingly, 
d2(xz) =  6xAx2. F o rx = 2  we hâve d2 (x3)=12Ax2 (cf. Exam­
ple 1). Further, /" '(x) =  6 (for any value of x); accordingly, 
d3 (x8)= 6A x3.

Theorem 1 may be formulated differently as follows.
Theorem la. A differential of the rcth order is equal to 

the produit of the nth dérivative by the nih power of the 
incrément of the independent variable:

dn f (x) =  f{n) (x) Ax" (1)

Since for the independent variable we hâve 

Ax =  dx
it follows that

dn f(x) =  f{n'(x)dxn l ' (2)

Example 3. d (x4) =  4x3 dx, d2 (x4) =  12x2 dx2, d3 (x4)=24x dx3, 
d4 (x4) =  24dx4, d6 (x4) = 0 ,  dfl (x4) =  d7 (x4) =  . . .  =  0 (cf. Sec. 
256, Example 1).

Example 4. dn (sin x) =  sin (^x+n - y )  dxn (cf. Sec. 256,
Example 2).

Theorem 2. If we consider the differential dx of the argument x  as 
a quanti ty  independent of x , then the second differential of the fun- 
ction f (jt) is equal to the differential of its ffrst differential:

d (d f  {x))=d*f (x) (3)

Under the same condition, the third differential is the differential of 
the second, etc.

*) If x  is not an independent variable, then formula (1) does not, 
as a rule, hold for any value of n , even for n -  1 (cf. Sec. 234). But 
in this case, even formula (2), which is always true for n=  1, does 
not,  as a rule, hold for differentials of higher order (n =  2, 3, . . .). In 
other words, the expressions f ” (x) dx*, (x) dx*, . . . are not inva­
riant.

Thus, if / (jc)=jt3, then the expression 6x d x 2 represents d 9 (x*) 
when x is an independent variable. But if we put  x=t*  and take t 
instead of x for the independent variable, then f (x) = t* and we get 
6x dx* = 24f4 d t2, whereas d*f U) = 30M dt*.
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Example 5. Let / { x ) = x * .  We hâve d f  (x)  =  4 x 3 d x .  If we consider dx  
i? independent of x ,  then it must be regarded as a constant when 
ijferentiating. Hence, d  (4jc3 d x )  =  d  (4jc3) d x =  1 2 x 2 d x 2. But this is the 
second differential of the function x 4 (Example 3). Then d [ d 2 ( x3)J = 
= d  ( 1 2x* d x 2) = d  ( 1 2 x 2) d x 2 =  2 4 x  d x 3\ this is the third differential of x 4 . 
etc

The second differential of a linear function of an indepen­
dent variable is equal to zéro:

In particular, the second differential of the independent 
variable is zéro: d2x =  0.

The third differential of a quadratic function is zéro:

Generally, the (rt-J-l)th differential of a polynomial of 
degree n is zéro.

259. Expressing Hlgher Derlvatlves 
In Terms of Dlfferentlals

The expression of a second dérivative in terms of differen- 
tials is of the form

It holds for any choice of the argument.
If we take x for the argument (then d2x =  0), it follows 

that

This expression also follows from (2), Sec. 258 (for n — 2). 
The following expressions are a conséquence of the same 
formula:

d2 (ax +  b) =  0

d3 {ax2 -f bx c) =  0

(1)

(3)

i) We hâve = • substitute in differentiating apply
Theorem 2, Sec. 258.



provided thaï x is the independent variable. Their general 
expressions are complicated.1)

Note. A dérivative of the nth order is frequently denoted
irrespective of which quantity is taken as the argu­

ment. But one cannot substitute, into this expression, expres­
sions of the variables y and x in terms of a parameter.
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260. Hlgher Derlvatlves
of Functlons Represented Parametrlcally

Let y be a function of x given by the équations

*=<P(0. y = f ( t )  (1)
The dérivatives of first and second orders are found from 

the formulas 2>

y ' =  m iÿ q>' ( < )  • (2)
,  <p' ( 0  f’ U )-f'

(3)y  [ < p '  ( / ) ] ■

The expressions of subséquent dérivatives are involved; 3> 
when the functions f (t) and <p (/) are given, the computation 
is more simply carried out step by step, as in the following 
example.

Example. Let
x = a c o s t ,  y = b s i n t  

Then (cf. Sec. 252, Example 2)

y' =  d(b sin t):d (a cos /) = ---- - cot /

du*l ) We hâve ; substitute expression (1). The resuit  isdx
rfiost conveniently given in the form

n stU> ,4)
L d’y  I \ d ‘x  d ’y  U

Subséquent expressions are still more complicated.
*) Formula (3) is derived like formula (I), Sec. 259, and may be 

obtained from the lat ter  by replacing the differentials by the corres- 
ponding dérivatives with respect to the parameter.

*) See footnote 1.
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Further
y" =  d ( ------  cot t \  : d (a cos t) = ----- 7 ,y y a J  v '  a 2 sm3 t

, , ,  , /  6 \  , , n 36 cos /y = d  ( -----r --- ) :d (a cos 0  = -----  ■ .9 y  a 2 sm3 t J  K ’ a3 snv ^

and so forth.

261. Hlgher Dérivatives of Impllcit Functions

In order to find the successive dérivatives of a function y 
(of an argument x) given implicitly by some équation, one 
has to differentiate this équation successively, i. e. equate the 
differentials (or dérivatives) of the right and left sides. We 
obtain a sériés of equalities; from the first we find the exp­
ression of y' in terms of x and y , the second (taking into 
account the expression of y ' that was found) yields the expres­
sion of y" in terms of x and y , the third (taking into account 
the expressions of y ’, y”) yields y'", etc. Simplifications are 
possible in spécial cases.

Example. Find the dérivatives, up to third order, of the 
function y =  f(x) given by the équation

x2 +  y2= 2 5 (i)
and détermine the values of these dérivatives at the point 
(3, 4).

Solution. Equating the differentials, we obtain
x dx 4- y dy =  0

whence
(2 )

x +  yy' =  0 (2 a)
Equating the differentials of both sides of (2a), we get

dx +  y' dy +  yy" dx =  0
whence

(3)

*+</'*+yy’=o
We differentiate once again

(3a)

2y' dy' + y"  dy +  yy'" dx =  Q
whence

(4)

3l/Y  +  !/ï/ / / , = 0

From (2a) we get
(4a)

/ x
y = - T (5)
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From (3a) we get y” = ------   ; taking into1 +y ■ ; taking into account (5),
we hâve

(6)

From (4a), taking into account (5) and (6), we get
(x* + y*)

y “  y' (7)

Substituting x = 3 ,  y = 4  into (5), (6) and (7), we get

Note 1. Here the computat ion may be simplified. By vir tue o!

Note 2. There is no need to dérivé (3a) from (3), (4a) from (4), 
etc. The dér ivatives may be taken at once. However, a preliminary 
calculation of the differentials is a guarantee against  certain mistakes 
common to beginners (ior the dérivative of y'*, they write 2y* in place 
of 2y'y” and so on; cf. Sec. 238, Note).

262. Leibniz Rule

In order to form the expression of the nth dérivative of 
the product uv (with respect to any argument), expand (u +  ü)" 
by the binomial theorem (Newton’s) and in the expansion 
obtained replace ail powers by dérivatives of the appropriate 
order, zéro powers (w °= u °= l)  that are assumed in the ex­
trême terms of the expansion being replaced by the functions 
themselves.

By this rule we get

Y = 225
1024

(uv)' =  u'v-\-uv\
(uvY =  u"v +  2 u'v' +  uv”,

(uv)'" =  u"'v +  3 u”v' +  3 u'v” +  uv"\

(«)
(2)
(3)

(Uü)tn) =  u '« )y +  rtu<'>-l)o' +  n-^\ . 21>U(n- a)tll,+  . . .

. . .  +  " (n <n k+l) U{a -  ■ +  . . .  +  UV{n) (4)
n (n-  1) . (n-k+  1)

k\



DIFFERENTIALCALCULUS 333

This rule, which was perceived by Leibniz, is proved by the 
method of complété mathematical induction.

Example 1. Find the tenth dérivative of the function exx2. 
Solution. Using formula (4) (ioru =  ex, v =  x2, n — 10) we

get
(exxt)x =  (e*)x jc*+ 10 (e*)lx  (x2)' +  45 (e*)v m  (*2)" + . . .

The subséquent terms need not be written out since the dé­
rivatives of x2 of third and higher orders are equal to zéro. 
Taking into account that ail the dérivatives of ex are equal 
to ex , we obtain

(ie*x*)x =  e* (x2 +  20*+90)
Example 2. Find the values of ail dérivatives of 

f (x) =  arctan x for x — 0.
Solution. We hâve

/' M = tT7, (5)
so that

f (0 )= 0 , /' (0) =  1 (6)
The direct computation of higher dérivatives is an invol- 

ved operation. But if we represent (5) in the form
f ' ( x ) ( \ + x 2) =  \ 

and apply the Leibniz rule (u =  f' (x), u = l - j -x 2), we get 
fkn+1) (*) (1 + X 2) +  nfin) (x)2x +  n (n — \)fin- ' ) (jc)= 0

For x = 0  we hâve
/tn +1) (0) +  n (n — 1 ) ” (0) =  0 (7)

Since / (0) (0) =  / (0) =  0, the values of ail the dérivatives 
of even order are equal to zéro:

r(0) =  / IV( 0 ) = / v l (0) =  . . .  =  0 (8)

Since /' (0 )= 1 , from (7) we get, successively,
/" '( 0 ) = - 1 2 / ' ( 0 ) = - ( 2 ! ) ,
/ V (0 )=  —3-4/" (0) =  +(4!),

/ VI1 (0 )=  —5• 6 /v (0) =  — (6!),

fuk + u (0 )=  —(2k— 1) 2*/i2*-»>(0) =  ( — !)* (2A1)
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2 6 3 . Rolle’s  Theorem l)

Theorem. Let a function / ( x), differentiable in a closed 
interval (a, 6), vanish at the end-points of the interval. Then 
the dérivative /' (x) will vanish at least once inside the 
interval.

ïn Fig 251, between the points x = a  and x =  b, where 
the curve of the function f (x) cuts the x-axis, there are 
three points L, M and N where the tangent is parallel to 
the x-axis [i. e. /' (x)=0J.

In  Fig. 252, be tw een x - a  and x = b  there  is not a single point 
w i th  “h o r izo n ta l - tangen t .  The reason is th a t  a t  the  p o in t  C th e g r a p h  
has no tangen t ,  i. e. the  func t ion  f (x) is not d iff erent iable  a t the  
p o in t  x = c  ( the re  are  two one-s ided dé r iva t ives  here , Sec. 231) .

Note J. If a d ifferent iable  fu nc t ion  f (x) has the  same values  a t 
x = a  and x = b ,  even  though no t  equal  to  zéro, then  the  dé r iva t ive  
/ '  (x) st il l van ishes  in the  in te r io r  of the  in te rva l  (a, b).

Note 2.  R o l le ’s theorem also holds true  even  in the  case  when 
/  (x ) is d if ferent iable  only  a t in te r io r  po in ts  of the  in te rva l  (a, b); at 
the  end -po in ts ,  the  func t ion  f (x) m ay  no t  be d if ferent iab le  b u t  only  
cont inuous .

R o l le ’s theorem is o rd in a r i ly  s ta ted  for these most  general  condi­
tions ; th is  com plicates  the  s ta tem en t  of the theorem and makes  it 
diff icul t to grasp the  basic con ten t .  L a te r  on (Secs. 264, 266, 283)  we 
wil l s ta te  the  cond it ions  of a num ber  of theorems under less th a n  the 
most general a ssum pt ions  (which are  given as notes).

*> M. Rolle ( 1 6 5 2 -  1719),  a c on tem pora ry  of N ewton  and Le ib­
niz , considered di fferent ia l calculus to be logicajly  inconsis ten t  and, 
n a tu ra l ly ,  could not hâve s ta ted  “R o l le ’s th eorem ”. Rolle  s ta ted  an 
algebra ic  theorem from which  follows the  conséquence: if a and b are 
roots  of the  équat ion  x1i + p ixn ~ l + p txn - *  +  . . . + p n ^ lx + pn= 0 ,  then  b e t ­
ween a and b there  is a root  of the  équat ion  nxn - 1  +  ( n -  1) p txn ~ z +  
+ . . . - fp n _ |  = 0. This  pro pos i t ion  is a spécial case of “R o l le ’s tn eo rem ” 
(the  left s ide  of the  second éq u a t io n  is the  d é r iv a t iv e  of the  left side 
of the first équat ion) .  Hence the nam e  (h is to r ica lly  inaccurate ) “ R o l­
le ’s th eorem ”.

Fig. 251 Fig. 252
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264. Lagrange's Mean Value Theorem1* *

Statement of the theorem. If a function f (x) is différenti­
able in a closed interval (a, b), then the ratio iso —a
equal to the value of the dérivative /' (x) at some interior 
point x = l 2) of the interval (a, b):

{l) (1)

Geometrical interprétation. The ratio (a) =
(Fig. 253) is the slope of the chord AB, and /' (£) is the

slope of the tangent NT* Lagrange’s theorem asserts that 
there is at least one point N between A and B on the
arc AB where the tangent is parailel to the chord AB, pro- 
vided that there is a tangent at every point of the
arc AB•

From  Fig. 254 it is clear  th a t  if th is  cond i t ion  is no t  fulfilled the 
theorem m ay  not hold true.  There  is no tangent a t  po in t  C (there  are  
only one-s ided  tangen ts :  r igh t  and  left). The function  f {x) depic ted 
by  the graph A C  B  is nondif ferent iable  a t  x = c ,  and  the  Lagrange 
theorem does not hold true : the  dé r iva t ive  f  (x) is not equal  to  tne

ra t io  for any  in te rm edia  te value £.b—a

*) Lagrange, Joseph Louis  (1736-1813),  g rea t  French scientis t,  
founder of ana ly t ica l  mechanics,  one of the creators  of the  calculus of 
varia t ions .

*) The Greek le t te r  £ (xi) is the s tandard  n o ta t io n  for the “mean 
value* of an a rgum ent  (i. e. the  value con ta ined  w i th in  a given 
interval) .
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Mechanical interprétation. Let / (/) be the distance of a 
point at time t from an initial position. Then f(b) — f(a) is 
the distance covered from time t =  a to time t = b t the ratio
~ b —a (Q) ,s avera6e velocity during this interval of time. 
The Lagrange theorem asserts that at some intermediate 
time the velocity of the point is equal to the average (mean) 
velocity of motion provided that at each instant the point 
has a defini te velocity.

The theorem may not hold if this condition is not fulfilled. For 
example, if a point moves the first hour at 20 métrés an hour, and 
the second at 30 m/hr, then the mean velocity of motion is 25 m/hr; 
the point did not hâve that velocity once during the two hours. The 

theorem was violated because at the 
end of the first hour the point did not 
hâve a defini te velocity. * *)

An alternative statement of the 
Lagrange theorem. The équation

f. w = ü t L ( «

(if the conditions of the theorem 
are fulfilled) has at least one root 
x = l  within the interior of the 
interval (a, b).

The position of this root (or roots) dépends on the type 
of function / (*). If it is a quadratic function (and the graph 
isa parabola; Fig. 255), we obtain a first-degree équation; 
its root lies precisely at the midpoint of (a, b), or

t __b + a
fe— 2

For other functions, this property is only approximately fulfilled; 
namely, if a  has a constant value and b tends to a ,  then one of the 
roots, as a rule, *) tends to the midpoint of the interval (a, b) ,  i. e.

6— a i  .
1,m F ^ =T  as b -  a-

Example 1. Let I (x)=x*.  Then /'(£) =  2£. Formula (1) 
takes the form

*) Actually, the transition from 20 m/hr to 30 m/hr ordinarily 
takes place gradually, not instantaneously, and then there is an ins­
tant when the velocity is equal to 25 m/hr.

*) The only exceptions are cases when the second dérivative !” (a) 
is zéro or does not exist.



DIFFERENTIALCALCULUS 337

whence
1 = - -  S o

b

i e. £ lies exactly at the midpoint of the interval (a, b).
Example 2. Let f (x) =  x3, then f ' (x )= 3x2. Take a = 1 0 , 

6= 12. We then hâve

According to Lagrange’s theorem, the équation 3x2 =  364 
should hâve a root between 10 and 12. Indeed, its positive
root x = y f  121-i-»  11.015 lies in the interval (10, 12) and,
what is more, very close to the midpoint.

N o t e .  The Lagrange theorem also holds true when the function 
f  (x)  is différentiable only at interior points of ti.e interval (a ,  b)  
(being nondifferentiable and only continuons at the end*points).

265. Formula of Flnlte Incréments

Formula (1), Sec. 264, may be rewritten as
f ( b ) - f ( a ) = r ( l ) ( b - a )  (1)

or, in other notation,
f(a +  h ) - f ( a )  =  f '&)h  (2)

This is the formula of finite incréments, which is also 
written as

f(a +  h) =  f(a) +  f ' ( l )h  (3)
Application to approximate calculations. In Sec. 248 we 

employed the approximate formula
f ( a + h )  «  /(a) +  /' (a) h (4)

to compute f(a~yh).  The exact formula (3) enables us (though 
the value of |  is unknown) to estimate the error in formula
(4). Now if we put in formula (3), then as a rule
(cf. Sec. 264) it yields ajnuch better approximation than (4), 
though it ceases to be exact.

Example. Find log 101 without using tables.
Assuming f (x) =  \ogx, we hâve f'(x) =  -^~(M =  0.43429).

For a =  100 and h =  1, formula (4) yields
log  101 w  log  100+  M -— -1 = 2 .0 0 4 3 4 2 0 (5)
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To estimale the error, use the exact formula (3). This 
yields

Iogl01 =  logl00 +  M- — .1 (6)

Here, £ lies between 100 and 101, so that — > j—■. The

error of formula (5) is M | — — | and this is definitely

less than M - ~ y ,  that is to say, it is less than

0.00004. Such is the limiting error of formula (5) (the true 
error is half that).

But if in formula (6) we put l  =  -j- (100+101) =  100.5, 
then we get

log 101 «  log 100 +  M 0.00995025.1=2.0043213 (7)

Here only the last digit is incorrect; its true value is greater 
by unity.

Corollaries to formula (1). From the définition of a déri­
vative it follows directly that the dérivative of a constant is 
zéro. A conséquence of formula (1) is the following inverse 
theorem.

Theorem 1. If in an interval (m, n) the dérivative f'(x) 
is everywhere equal to zéro, then in this interval the function 
f (x) is a constant [i. e. for any values (a, b) in this interval 
the values of the function / (x) are the same].

Explanatlon.  By hypothesis, the function f  (x) is différentiable in 
the interval (m, n) and ail the more so in the interval (a, b). Hence, 
we can apply to it (Sec. 264) formula (1). In (1) we hâve to put 
/ ' (£ )  =  0 (by hypothesis). This yields f (b) = f (a).

From Theorem 1 there follows directly
Theorem 2. If the dérivatives of two functions f (x) and 

(p (*) are everywhere equal in an interval (m, n), then in 
this interval the values of both functions differ by a constant 
quantity.

*) By hypothesis, the function f  (x) is defined throughout  the 
interval  (m. n), otherwise it would not hâve a dérivative evervwhere. 
If, contrary to hypothesis,  f (x ) is defined at  ail points of (m, n) 
except, say, two points x - k  and x=l  (k <  /), then it may turn out 
that  the function is constant only in each of the (open) intervals 
(m, k),  (k , /) and (/, n) separately,  but changes its value when passing 
from one to another (see Examples 1 and 2, Sec. 247a).
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266. Generalized Mean-Value Theorem (Cauchy)

Cauchy’s theorem.1) Lel the dérivatives /' (t ) and <p' (t ) of two 
iunctions f (t) and <p (/), différentiable in a closed interval  (a, b ) ,  not 
be simultaneously zéro anywhere in the interior of the interval. Also 
!et one of the functions MO. <P (0  hâve distinct  values a t  the end- 
points of the interval [say q? (a) =̂= (^)J- Then the incréments f (b)  —
- f  (a) and <p (b)-çp (a) of the given functions are to each other as their 
dérivatives at  some interior point t = r  (Greek letter tau) of the inter­
val (a. b):

f (b ) - f  (a) r  (T) (1)
<P(6)-<p(a) <P'(D

Lagrange’s formula [formula (1), Sec. 264] is a spécial case of 
formula (1) when <p(f) = L

Geometrlcal Interprétation. Same as for Lagrange’s theorem, only
the curve A CB  (Fig. 256) is given by the 
parametric équations

*=<p (0. y = f  (t )
We hâve

OA'  = (p (a), 0B '  = {p (b);
A A '  = f(a).  BB'  — f (b)

The ratio rr—  ̂ ■ is the slope ofq>(b)-ip(a)

the chord AB,  the ratio —r - 7r =  - t — F g*cp' (O dx 
is the slope of the tangent N T .

In Fig. 256, the tangent N T  is parallel to the chord A B ,  the 
point N  lies on the arc A B  (but its projection N '  on the jr-axis does 
not lie on the segment A'B' \  the same goes for the projection on the 
f/-axis).

Note 1. If, contrary to hypothesis, we had f  (a) = f  (b) and <p (a)= 
=<p (b), then the left side of (1) would be indeterminate.

Note 2. The Cauchy theorem requires that f'  (t) and q>' (t) should 
not be zéro simultaneously in the interior of the interval (a, b), but 
at one of the end-points (or at both) they can simultaneously be zéro 
(or even not exist, so long as f  (x) and <p (x) are contlnuous at both 
end-points).

Example 1. Consider the functions

f  (t) = t* and <p (t) = t t 

in the interval (0, 2). At the end-point f= 0 ,  the dérivatives 
f ' { t )  = Zt* and tp' (0=2/

vanish, but both are nonzero in the interior of the interval. Each of 
the functions f (t), <p (t) has distinct values at the end-points t = 0 and 
t = 2. The conditions of the Cauchy theorem are fulhlled. Hence the

*) Cauchy, Augustin-Louis (1789-1857), celebrated French mathe- 
matician and phrysicist. Cauchy posed the problem of constructing 
mathematical analysis on a rigorous logical basis. In the main, he 
solved this problem.
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r a t i o
f  ( b ) - f  ( g )  =  f  ( 2 ) - H 0 )  =  2 1

(p (6) -  (p (g) (p (2)-(p (0) 2*

m u s t  b e  e q u a l  t o  t h e  r a t i o
f ' (t) _ 3 t * _  3  

< P ' U )  2 /  2
a t  s o m e  p o i n t  /  =  £  l y i n g  b e t w e e n  g  =  0  a n d  6  =  2 .  I n d e e d ,  t h e  é q u a t i o n

4
h a s  a  r o o t  • w h i c h  l i e s  i n  t h e  i n t e r i o r  o f  t h e  i n t e r v a l  ( 0 .  2 ) .3

E x a m p l e  Y .  C o n s i d e r  t h e  s a m e  f u n c t i o n s  f  (() = (» a n d  <p (/) = t 2 i n

F i g .  2 5 7

t h e  i n t e r v a l  ^ -  1 -i-,  2^. F o r  a -  -  \ -i-.6 =  2 
w e  h â v e

f ( b ) - f  (a) _ 61 -o '>_ 6* ±ab + a2 13 
(p (6)-(p (a) ~ b 2~a*~  6 + a “  2

T h e  é q u a t i o n

h a s  a  u n i q u e  r o o t  t = 4  —  , b u t  i t  i s  e x t e r i o r  

t o  t h e  i n t e r v a l  (  - 1  , 2 V  T h e  C a u c h y

t h e o r e m  d i d  n o t  h o l d  b e c a u s e  t h e  p o i n t  t = 0, 
w h e r e  b o t h  d é r i v a t i v e s  f  (t),  <p' (t)  a r e  e q u a l  
t o  z é r o ,  n o w  l i e s  i n s i d e  t h e  i n t e r v a l  (a, b). 
G e o m e t r i c a l l y ,  t h e  p i c t u r e  i s  a s  f o l l o w s :  t h e  
p a r a m e t r i c  é q u a t i o n s  x = t l , y —t % d e s c r i b e  a  s e -  
m i c u b i c a l  p a r a b o l a  A O B  ( F i g .  2 5 7 ) ;  t o  t h e
v a l u e s - 1  — . 6  =  2  t h e r e  c o r r e s p o n d  p o i n t s

A  ^ 2  -  , - 3  a n d  B  ( 4 ,  8 ) .  O n  t h e  a r c  A O B  o f  t h e  c u r v e  x —t z,

y —t 3 ( s e m i c u b i c a l  p a r a b o l a )  t h e r e  a r c  n o  p o i n t s  w h e r e  t h e  t a n g e n t  
c o u l d  b e  p a r a l l e l  t o  t h e  c h o r d  A B  ( s u c h  a  p o i n t  e x i s t s  o u t s i d e  t h e  
a r c > 4 B  a b o v e  p o i n t  B).

M e c h a n l c a l  I n t e r p r é t a t i o n .  L e t  t b e  t h e  t i m e  a n d

s p = f  (O
a n d

Sq = (P (O
b e  t h e  d i s t a n c e s  o f  t w o  r e c t  i l i n e a r l y  n i o v i n g  b o d i e s  P  a n d  Q  f r o m  t h e i r  
i n i t i a l  p o s i t i o n s .  T h e n  f ’ ( t ) a n d  ( p '  ( / )  a r e  t h e  v e l o c i t i e s  Vp  a n d  Vq  o f  
t h e  b o d i e s  P  a n d  Q.  B y  t h e  h y p o t h e s i s  o f  t h e  C a u c h y  t h e o r e m ,  Vp 
a n d  Vq  a r e  n o t  z é r o  s i m u l t a n e o u s l y .  T h e  t h e o r e m  S t a t e s  t h a t  t h e
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d i s t a n c e s  c o v e r e d  b y  t h e  b o d i e s  i n  t h e  t i m e  i n t e r v a l  ( f l ,  b) a r e  t o  o n e  
a n o t h e r  a s  t h e  v e l o c i t i e s  a t  s o m e  i n t e r m e d i a t e  i n s t a n t  »)  ( t h e  s a m e  f o r  
b o t  h  b o d i e s ) .

0
267. Evaluatlng the Indetermlnate Form

If some function is not defined at a point x — a% but has 
a limit as x —►a, then finding this Iimit is called évaluâting 
the indeterminate form. In particular, evaluating the inde-
terminate form -5- is the name for finding the limit of the

f  (jf )ratio when the functions / (x), tp (jc) are infinitésimal
as x —»-a.

L’Hospital’s rule.2) To find the limit of the ratio of
two functions which are infinitésimal as x —►û (or as 
x —► oo), we can consider the ratio of their dérivatives —̂r r \ .

If it tends to a limit (finite or infinité), then the ratio 
also tends to that limit.3)

*)  L e t  u s  e x p l a i n  t h i s  p i c t o r i a l l y .  S u p p o s e  d u r i n g  t h e  t i m e  i n t e r -  
v a l  ( f l ,  b) b o d y  P c o v e r s  t w i c e  t h e  d i s t a n c e  t l  a t  Q  d o e s  (sp =2Sç). I f  
b o t h  m o t i o n s  a r e  u n i f o r m ,  t h e n  a t  any  i n t e i  m é d i a t e  t i m e  w e n a v e  
i » P = 2 ü q .  N o w  l e t  o n e  o f  t h e  m o t i o n s  ( o r  b o t h  o f  t h e m )  b e  n o n u n i -  
f o r m .  V I t  c a n n o t  b e  t h a t ,  a l w a y s ,  vp >  2 Vq ( f o r  t h e n  t h e  d i s t a n c e  

c o v e r e d  b y  P w o u l d  e x c e e d  t h a t  c o v e r e d  b y  Q b y  m o r e  t h a n  a  f a c t o r  
o f  t w o ) .  L i k e w i s e ,  i t  i s  i m p o s s i b l e  t h a t ,  a l w a y s  vp <  2 Vq.  T h e r e f o r e ,  
i f  a t  f i r s t  vp e x c e e d s  2 ü q ,  t h e n  l a t e r  vp i s  l e s s  t h a n  2 ü q  ( a n d  v i c e  
v e r s a ) .  H e n c e ,  a t  s o m e  i n t e r m e d i a t e  t i m e  w e  m u s t  h â v e  t h a t  vp = 2 v ç m 
A t  t h a t  t i m e  w e  h â v e  vp : vQ=s p :Sç  b e c a u s e  b y  h y p o t h e s i s  t h e  c a s e  
w h e n  vp =Vq = 0 i s  e x c l u d e d  ( f o r  t h e n  t h e  r a t i o  vp :Vç. w o u l d  b e  i n d e ­
t e r m i n a t e ) .

*)  L ’ H o s p i t a l  ( 1 6 6 1 - 1 7 0 4 ) ,  a u t h o r  o f  t h e  f i r s t  p r i n t e d  m a n u a l  o n  
d i f f e r e n t i a l  c a l c u l u s  ( 1 6 9 6 )  w h e r e  t h e  r u l e  i s  f o r m u l a t e d  ( b u t  l e s s  r i g o -  
r o u s l y  t h a n  a s  g i v e n  h e r e ) .  I n  c o m p i l i n g  t h i s  m a n u a l ,  l ’ H o s p i t a l  m a d e  
u s e  o f  t h e  m a n u s c r i p t  o f  h i s  t e a c h e r  J o h n  B e r n o u l l i .  T h i s  r u l e  i s  m e n -  
t i o n e d  i n  t h e  m a n u s c r i p t  a n d  s o  t h e  n a m e  “ 1 ’ H o s p i t a l ’ s  r u l e "  i s  h i s -  
t o r i c a l l y  i n a c c u r a t e .

3 ) I n  t h e  s t a t e m e n t  o f  t h e  r u l e ,  t h e  r e q u l r e m e n t  i s  o r d i n a r i l y  
i n c l u d e d  t h a t  t h e  d é r i v a t i v e  <p' ( x ) b e  n o n z e r o  i n  s o m e  n e i g h b o u r h o o d  
o f  t h e  p o i n t  x=a.  T h i s  r e q u i r e m e n t  i s  s u p e r f l u o u s  s i n c e  t h e  r u l e  i t s e l f  

/' (x)States t h a t  the ratio . h a s  a  l i m i t  as x — ► a ,  a n d  b y  virtue o f  <P (x)
t h e  d é f i n i t i o n  o f  l i m i t  ( S e c .  2 0 5 )  t h i s  i s  o n l y  p o s s i b l e  w h e n  <p' ( x ) = * = 0  
n e a r  x  =a.
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jc2 — 1Example 1. Evaluate lim ——- .
jc -  i * “ 1

The functions f (x) =  x2— 1 and (p(jt) =  jt3— I are infinité­
simal as x —► 1. Consider the ratio • Itapproaches

2
the Iimit y  as x —* 1. According to the l’Hospital rule,
X 2 — 1—3—-  tends to the same limit. Indeed,

lim
jc -

x!-  1
JC3 -  1 X

im 
-  1

( X -  1 ) ( X +  1 ) _  *

( x —  1 )  (  X 2 +  X  4 -  1 )  x
im
-> î

x- h 1
* 2S-JC +  1

_2
3

If not only the functions f ( x ) ,  < p ( x ) ,  but also their déri­
vatives f ' ( x ) ,  <p' ( x )  are infinitésimal as x — ► a, then one can 
again apply the l’Hospital rule in order to find the limit of
r (x)
< P ' ( * )  ‘ 3 _

Example 2. Evaluate lim * ■- .
jc -  1 *  - x  +  i

The numerator and denominator are infinitésimal. By the 
l’Hospital rule

lim
X -  1

jc3 -  3 jc +  2

A 3 - J C 2 - J C +  1
lim

JC - >  i

3 jc2 -  3  

3 jc2 - 2 jc -  1

Here the numerator and denominator are again infinitesimals. 
Apply the l’Hospital rule once again:

lim
JC- 1

3 jc2 —  3

3 jc2 - 2 j c -  1
Him 6x

6jc-  2

Example 3. Find lim -
J C -  0

e - 2 jc

Using the l’Hospital rule successively, we twice get a 
ratio of infinitesimals:

V  ( x )  e x + e ~ x - 2  f ” (jc) e x - e ~ x

<p' ( x )  1-cos jc ’  <p"(jc) sia jc

The third time we obtain the ratio

(jc) e x  - \ - e ~ x  

<P"' ( x ) C O S  JC
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It has the limit 2 as x 0. Hence, 

lim ** Z 'Z Ï r ? l= 2
x - 0 x - s in  x

Note î .  Theoretically, the possibili ty  is not precluded that ail 
dérivatives of both functions f (x), <p (x) will be infinitesimais. Such 
cases do not occur in real-world problems.

It is useful to combine the application of l'Hospital's 
rule with transformations that facilitate finding the limit.

Example 4. Find lim !an-i ÿ stn x. .
x-+o  91n x

Following the l'Hospital rule, we seek the limit of the 
ratio

i
-  -  C O S Xf' ( X )  C O S* X as x 0q>̂ (jc) 3 sin* x  cos x

Here, /' (x) and (p' (x) are infinitesimals, but it 1s not advi-
sable to seek lim . It is better to transform f / f \  to

x - o ^ <p' (x)

the form 3 Jn^cos» * and» n o ^ n 6  tha* (cos3 x) =  l, to 

seek lim 13 ĝ » x • By l'Hospital’s rule, this limit is equal to

lin, 3 £?i ,.* »in* =  lim i - c o s * = - i  
x -► 0 6 jc* cos x  2 2

From the very start we can replace sin3* with the équi­
valent infinitésimal x9. Then

lim ta-n f - sin * =  lim l ™ * - 9"1 x=  lim 1 “ cos# x
x - 0 sin* x x-+ 0 x -*■ 0

1 -  cos» x

3x*-cos* x '

=  lim
x - 0 3x*

Using the l'Hospital rule again, we get

lim 3 cos‘ *-3ln * lim — = 4 -
6* 2 x ~ o x

f f (x)Note 2. It may happen that  the ratio  —r-rrr does not tend to any<p (x) •
f (jt)l im it  as x -► a (or as x -»  ®). In such cases, the ratio — -— may like-
q> (x)

wise hâve no limit, but on the other hand it  may hâve one. Thus, if
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f' (je\
f ( x)  =  x + s i n x  and <p (.*)=*, then the ra t io  ■■ =  1 + cos x has no 11-V (x)
mit as x-**®. However, the rat io

f (x) _jc + sin jc__ j t sin x 
q? (x) x x

approaches unity  as x -* oo.

268. Evaluatlng the Indetermlnate Form —00

L’Hospital’s rule (Sec. 267) also holds true for the ratio 
of two functions which are infinitely great a s x - + a  (or 

as x -► oo).
Example 1. Evaluate l im ^ - .

r  -► oo
The functions f ( x )  =  \ n x  and <p(jt)=jta become infinité as

x  oo. The ratio tends to the limit 0 as x -*  oo.<P (X) 2x
^  tends to the same limit.x*

Note.  If f (x) and q> (x) hâve infinité l im ita  as x -*> a. then the 
l imits  of / '  (x) and <p' (x) (if they exist) are also infinité, and l’Hospi-

/ '  (x)ta l ’s rule is useful only when the expression ------- can be reduced to
<P# (x)

a more convenlent form ln slmpler fashion than the expression 
f  (x)
<P (x) ‘

Example 2. Evaluate 11m tan 3x 
tan x ‘

The functions tan 3x and tan x and also their dér ivatives -cos* 3x
and — become infinité as x -► -5- . Representlng the ra t io  of the cos* x 2
dérivatives ln the form 3 ( cos x  \  * 

cos 3x J . we seek Um cos x 
n  cos 3x (now the

numeratoi and denomlnator are Infinitely small). Applylng the rule 
cos xof Sec. 2 67, we get tim 

x -*• n co* 3x '""n 
2 x  "  2

-  sin x 1 „
r r i t a T ^ - T  Consequ‘
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x

lim
Ji
2

tan 3 x  _  f  I \  2 
tan x  \  3  J 3

But the  orig inal  express ion is more readily  transform ed  to a con- 
• x t  , tan 3 x  cot x  .. .venient  form. N am ely ,  —-=  — — — so th a ttan  x  cot  3 x

lim
x

n_
2

tan  3 x  
tan x

cot x  
cot  3 x

sin2 3 x  
3s in2 x

_1_
3

269. Other Indeterminate Expressions

I. Indeterminate form Ooo, i.e. the product f (x) <p (x) 
where f(x) 0 and cp (x) -> oo. This expression may be redu- 
ced to the form or —  :

0  CD

and then the l’Hospital rule can be employed.
Example 1. Find lim x cot .

x -  o 2
We transform xcot-^- = x  : tan and find

limx cot— — lim Tl:-----
* -  0 z  * -  0 2 cos2 y

=  2

Example 2. Find lim x4 lnx.
x^O

We hâve
lim x4 ln x =  lim f  lnx:-V

jc -*■ o * - o L  x

lim =  0

II. Indeterminate form oo —oo, i.e. the différence of two 
functions each of which has the limit -foo (or the limit
— oo). This expression is also reduced to the form -y or“~ *

Example 3. Evaluate lim f --------l  ■ , 1 .
o [  x x (e

Reduce the fractions to a common denominator; the desi- 
red quantity is lim ——L—— , i.e. we hâve the indeterminate

r -* O X
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form «y . Since lim (ex -\~\) =  2, it follows that

[ T - T Î 7 l r T 7 ] - T x>lr 0 :¥  =  T  J Ï . T - T

III. Indeterminate forms 0°, o o ° ,  1®, i.e. functions of the 
form f(x)*^x\  where lim /(x) =  0 and lim<p(jc) =  0 or 
lim /(jc)=oo, lim<p(x)=0 or l im /( x ) = l ,  lim <p (x) =  o o .

Here we first seek the limit of the logarithm of the given 
fonction. In ail three cases, we obtain an indeterminate form 
like O-oo.

Example 4. Evaluate lim xx (indeterminate form 0°).
x  -* 0

Assuming y = x x, we hâve In f/=jc In jc. Further, 

lim ln ÿ =  lim / ln x i-M  =  lim (^-  : — = 0
x-^0 r -* 0 \  x J 0 \ * x )

Whence
lim y =  1 

x - * 0

Example 5. Evaluate lim (1 +  2x) x (indeterminate form oo°).
X — CD

Assuming y = ( \ - \ - 2 x ) x , we hâve ln y =  — ln (1 +2x).  
Further,

. .• ln ( 1 + 2 x )  2lim In y =  lim ----- -— =  lim x =  0
X - *  00 X  -*• OO X  -* 00

Hence, lim y =  1.
r oo

Example 6. Evaluate lim (tan *)tan 2x (indeterminate

form  1®).
We hâve

lim ln y =  lim tan 2x ln tan x =  lim ln tan x  
cot 2 x  '

=  lim f
n ' Slll x  cos x sin 2 2jc ■ ) -

x 4
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Hence
lim (tan * *)tan 2x =  e~} 

n

270. Taylor’s Formula (Hlstorlcal Background)w

1. Newton and infinité sériés. In order to find the déri­
vative of a given function and, mainly, to solve the inverse 
problem, Newton replaced the given function by an infinité 
power sériés, i.e. the expression

Û0 +  «1* +  +  “3*3 +  • • • +  «n*n +  • • • ( 1 )
with the number of terms increasing without bound. The 
coefficients a0, alt az, . . .  were taken so that expression (1) 
yielded more exact values of the function as the number of 
terms was increased. Thus, Newton replaced the function
•—-j by the expression 1—x-j-x2—x3+ . . . + ( — \)nxn 
and wrote:2)

f —  =  1— X +  X*—x3+ . . .  (2)

If \x \ < 1, then the terms 1, —x, x2, . . .  form an infi­
nité decreasing géométrie progression, and the sum is equal
to y— • But if | x | ^ l ,  then the sum 1— x-j-x2—x3 +  . . .

. . . + ( — \)nxn, as n —► oo, does not tend to . Taking
into account this circumstance, Newton always confined him- 
self to sufficiently small values of x.

*) The présent section serves as an introduction to Secs. 271 
and 272; the latter may be read independently.

*) The expansion (2) is obtainecf if to the quotient 1:(1+ jc) we 
apply the rule for dividing polynomials arranged in increasing po- 
wers. Prior to Newton, formula (2) was used by N. Mercator (in 1665)

in the computation of logarithms I the dérivative of ln (1+x) ls equal

. Mercator confined the infinité sériés expansion to thls 

single case. In the hands of Newton it became a general method.
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ln expanding fonctions in infinité sériés, Newton made 
use of a variety of devices. Thus, Newton took the formula

(1 + x ) m =  1 + m x  +  - ) x* * + m (m~ 12M3m~ 2> x *+  . . .  (3)

which had earlier been established by Pascal n for positive 
intégral m, and applied it to fractional and négative values 
of m. Then the number of terms increases without bound. 
For m =  — 1 we get formula (2), for m =  — 2 we hâve21

f n b j ï =  • — 2 x + 3xs —4x3+ . . .  (4)

In ordçr to find the dérivative of -r-̂ —, Newton diffe-
1 +  X

rentiated the expression (2) termwise. 3) A comparison with
(4) shows that

[ i + jc]  ~~ (l+x)* ^

2. Taylor’s sériés. In 1715 Taylor, 4) using a complicated 
and extremely nonrigorous method, found a general form of 
expression (1) for the given function / (x). In present-day 
notation, the resuit is ot the form

/(*> =  /< 0) +  ^ * + 0 ^ + ' - ^  * » + . . .  (6)

Thus, if =  then f ,n,M  =  ^ f r r - -  Hence-

f (0) — 1 and °= (— 1)" so that formula (6) yields the

expansion (2). If ï (x) =  —J x~t , we get the expansion (4).

') Biaise Pascal (1623-1662), celebrated French philosopher, 
mathematician  and physicist.

*) Realizing thaf his dérivations were not rigorous, Newton veri- 
fied them by means of examples. Thus, performing termwise m ult ip ­
lication of (1 - x+jc* -x*+...)X(1 - jc+x* -x*+...), he found l - 2 x + 3 x * -  
-4x* + ... and in this way checked formula (4).

•) Newton did not know that  the theorem on the dérivative of a 
sum might prove invalid for a boundlessly increasing number of terms. 
Incidentally. for a sériés like (1) this theorem (given sufftciently 
small values of x) holds true, so tnere were no mistakes.

4) Brook Taylor (1685-1731), English mathematician, pupil of 
Newton.
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3. Maclaurin’s dérivation. Thirty years later, Maclaurin,) 
gave the following simple dérivation ot Taylor’s formula. 
He considered the equality

f M  =  ûo +  +  a2x2 +  a3*3 +  a4x4 +  . . .  (7)
and, desiring to détermine the coefficients a0, alt a2f •••• 
he found by successive différentiation

/ '  (x) —-ûi-\- 2a2x +  3a3x2 +  4 a4x 3 + ------ ♦ \
f" (x)=  2û2 +  2 • Sa3x +  3 • 4a4x2 -f- . . . ,  I /g,

/ " ' «  =  2• 3û3 +  2 • 3 • Aa4x +  . . . ,  [

Putting x =  0 into (7) and (8), he obtained successively2) 

Û„ =  f (0), a1 =  r<0) ,a t =  ç y ,  a , =  • etc. (9)

4. Taylor’s sériés in the general form. The following 
formula is derived in the same manner:

/(*) =  / ( a ) + ^ ( x - a ) + Ç l >( x - a ) * + . . .  (10)

It gives the expansion of the function in powers of (x— a). 
This formula was also known to Taylor; actually, it adds 
nothing new to (6).

Thus, for the function f  (x) = \n x, for 0 = 1 ,  formula (10) yields
x— 1 ( x -  I )2 ( x -  1)> ( x -  1)«

I 2 3 * ( 11)

But i t  we take the function / ( jc ) = ln ( 1 + j t ) .  then 
hnd

In ( 1 +x)=x + 1
x*_
4 + .

by formula (6) we 

( 12)

Putt ing  1 + j t = 2 , we obta in  the formula 
2 -  1 (2In 2 2! + f*-*)3_ ( z - 1)4 +

2 3
which differs from ( I I )  solely in notation.

(13)

*) Maclaurin, Colin (1698-1746), English mathematician; the 
power sériés (6) is now (without sufficient grounds) known as Macla­
ur in ’s sériés.

2) If one proves the validity of the termwiso différentiation ot 
sériés (7), then Maclaurin’s dérivation flawlessly proves the following 
theorem: if f  (x) is expanded in the sériés (7), then the coefficients 
u0, a lt aXt ... are expressed by formulas (9). However, there are fun- 
ctions which cannot be expanded in the sériés (7) falthough their 
dérivatives f '  (0). f” (0), ... ex is t | .  An instance of such a function is 
given in the last footnote of this section.
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Remainder oî Taylor’s sériés. The fonctions which were 
known in the 18th century permit expansion in the Taylor 
sériés (10) (for any values of a, except those for which the 
function or one of its dérivatives becomes infinité). Proceeding 
from their restricted expérience, the mathematicians of the 
lôth century did not doubt that any continuous function 
could be expanded in a Taylor sériés. However, the need 
was felt for a précisé estimate of the error which formula (10)
yields if it is terminated at the term - (^ a) (x—a)n.

In 1799, Lagrange derived for the “remainder of the Tay­
lor sériés”, i.e. for the différence Rnf

R n = f ( x ) - [ t ( a ) + . . . + — r ^ ( x - a ) ^  (14)

the following expression:

Rn
/<n+U <Ê) 

(n+1)! (x — a)<n + l> (15)

Here, £ is some number between a and x.
The proof of Lagrange presumed the expansibility of the 

fonction f (x) in a Taylor sériés.1) A quarter of a century 
later Cauchy proved formula (15) without that assumption; 
he also gave an alternative expression for the remainder. It 
became possible, from the expression of the remainder, to 
judge tne expansibility of the function in a Taylor sériés: 
if lim Rn = 0, then the function /  (x) can be expanded in a Taylor

n -*> <x>
sériés, otherwise it cannot. Cauchy gave the first example 
of a functiona) which, though it possesses ail dérivatives 
at a point x = a , cannot be expanded in the sériés (10) in 
powers of x —a (these fonctions are of no practical value).

Lagrange even proved that such an expansion is possible for any 
continuous function. b u t  the proof was unsatlsfactory.

jji
*) This function is given by the formula /  (x)=e under the 

additional condition / ( 0)=0 (for x = 0  the formula becomes meaning- 
less). The function f  (x) has dérivatives of any order a t  x = 0 .  They 
are ali zéro at this point so the right side of (10) is identlcally zéro 
However, f (x) does not vanish anywhere except at  x=0 .
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Theorem. H a function f (x) has dérivatives up to the 
(n +  l)th order inclusive 2) in a closed interval (a, b) then

/ ( * * ) = /  <«> +  T T  (*>-°) + 1T T  (b~ a^ +  ■ ■ ■
tin) f(n + 1) /t \

• • • + - L a igi <6~ a>n+ ' v t nr  (<>-^)n41 (O
where £ is some number between a and b.

Formula (1) is called Taylor’s formula.
r(/i +1) /t\

The last term (n"l- \ >̂~ a){n + 1) is called Lagrange's
form of the remainder3) and yields a précisé expression for 
the différence Rn between f (b) and expression

/  ( a )  +  ^ l  ( t _ û )  +  q £ i  ( & _ „ ) * + . . .  +  - ^ >  ( 6 - a ) »  

(“Taylor’s polynomial”):

R n = f  ( b ) - [ f  (a) +  • . .  +  (& -*)"] =
f i n  +  l ) / t \

=  JW ï T ^ - * > n+l (2)
Taylor’s formula establishes that Eq. (1), in which £ is 

taken as the unknown, has at least one solution4) between 
a and b (cf. Sec. 264).

When a is regarded as a constant and b as a variable, 
then x is written in place of b:

f (*) =  / < a )+ £ £ i (jc—a) + . .  • + J^ r l  ( * - a ) n +

f in+1) (S) 
(* + !) ! {x — û)n + 1 (3)

For a =  0 we obtain the so-called 5) “Maclaurin formula”

f ( X) =  H0)+ L M x +  + J Ï ? l M x a +  / ^ t t )  (4)

*) It  is advisable to read Sec. 270 first.
*) The (n + l) th  dérivative roay not exist at the end-points of the 

Interval; the main thing is that the /ith dérivative be continuons not 
only at  interior points but  a t the end-points of the interval as well.

•) Unlike other forms of the remainder.
4) For fixed values of a and b, the quanti ty  |  varies, as a rule, 

with n.
*) Cf. Sec. 270, Item 3.
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Example. Apply formula (4), for n =  2, to the function
/(*) =  — . We hâve

/'(*) =
-  1 

(1+x)* /'W  =  « rè iï*  /" 'W  =
_ - 6  
(1+*)4

Hence

„ 0 ) - l .  I. M  =  + I .

Formula (4) takes the form

—i—= 1 _  x  4- jc2 i+x ^

( 6 ) .
3! (l+ l)4

(l+ l)4 (5)

Here, £ lies between zéro and x. It is important to note that 
the formula holds true only when x > — 1. In this case, the
condition of the theorem is fuifilled: the function has
ail dérivatives in the closed interval (0, x).

Solving (5) for £, we find

It is
£i — y / ’l - h * — 1» 62 — — \ Z ^ Jr x — 1 

easy to
(6)

verify that for x >  — 1 the first root ^  
indeed lies between zéro and x.

Now if x < — 1, then the condition 
of the theorem is not fui filled, because
the function -—y does not hâve déri­
vatives at the point —1, and this point 
either lies inside the inter val (0, x) 
(if x < — 1) or coincides with its end- 
point (if * = —1).

Formula (5) becomes incorrect: for 
x = —1, the left side is meaningless, 
for x < — 1, Eq. (5) has imaginary roots. 

Note. For n = 0, Tayler’s formula (2) [in which we hâve 
to write f (a) in place of / (0) (a)] yields the formula of finite 
incréments (Sec. 265)

f ( b ) - f ( a ) = t ' ( i )  ( b - a )  (7)
For n =  1 we get

/ ( » ) - / W - / ' («) ( » - « ) = C57L (b - a )* (8)
or, in other notations,

1/ (•* +  A*) — / W J-/'(Jt) A * - ^ A * * (8a)
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This formula yields an expression for the différence between 
the incrément in the function and its differential (segment 
CB in Fig. 258).

If the second dérivative f" (jc) is continuous for the value of x 
tinder considération, the différence between the incrément in the fun­
ction and its differential is of second order with respect to Ajc jwhen 
f* [*)=?*= OJ or of higher order fwhen f  (x) = 0], Cf. Sec. 230.

272. Taylor’s Formula for Computing the Values 
of a Function

Taylor’s formula frequently permits computing the values 
of a function to any degree of accuracy.

Let the following values
/(a), /'(a), /"(a), /'"(fl). ...

of the function f (x) and its successive dérivatives at the 
“initial” point jc —a be known. It is required to find the 
value of the function / (jc) for a different value of jc.

In many cases it is sufficient for this purpose to compute 
the value of Taylor’s polynomial

m + n r  ( * - < * ) + ¥  ( * - ° ) 2+  ■ • • + Ĵ r l ( * - a ) n (i)
taking two, three, or more terms, dépending on the required 
degree of accuracy. Of course, in doing so, we allow for a 
certain error Rn, which is equal to

Rn =  / W - [ / W + l f  (•* —'<*) +

+  ̂ ( * - 0 ) * + . . . + - — (2)

But it frequently happens that the error Rn diminishes without 
bound (in absolute value) with increasing number of terms 
(i. e. lim Rn =  0). Then Taylor’s polynomial can yield the

n -*■ ce
desired value of f (jc) to any degree of accuracy.

The number of terms that ensure the requisite degree of 
accuracy is essentially dépendent on the distance | jc—a | bet­
ween the initial point a and the point jc. The greater ]jc — a  |, 
the more terms one has to take (see Example 1). Also, we 
often find that the approach of Rn to zéro not only slows 
down with increasing distance | jc — a |, but even ceases alto- 
gether as the increase continues (see Example 2). Then the
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polynomial (l)can be used to compute f (x) only over limited 
distances from the initial point.

Thus, we hâve to be able to answer thc following ques­
tions: is the polynomial (1) suitable for computing f (x) at a 
given distance \x — a\ from the initial point a, and if it is, 
then how many terms hâve to be taken to attain the required 
accuracy? It is also important to know whether for ail dis­
tances the error Rn tends to zéro with increasing number of 
terms, and if not so for every distance, then where its boun- 
dary lies.

Ànswers to these questions are obtained by applying a 
number of artifices. One of them 1] is based on the theorem 
of Sec. 274.-, which permits representing the error Rn in thc 
form 2)

f(«+D (t,
^ « = “W ) r L(Jf” û)M+1 (3)

Here, the number g is unknown; the only thing we know is 
that |  lies between a and x. But even this suffices to eva- 
luate the error R n and answer the forcgoing questions.

Example 1. Let f(x) =  ex . Ail the dérivatives of this fun- 
ction are equal to ex. We know the value of ex at the point 
x — 0 (namely e °= \ ) .  We will take this point as the initial 
one. The conditions of the theorem of Sec. 271 are fu 1 filled 
for ail values of x. In Taylor’s polynomial (1) we must put

a =  0, f(a) =  f ' ( a ) =  . . .  =/««» (a) =  1 (4)
and then it assumes the form

1+ ï T J:+ 7 ^ Jc2+ •••+ ;^ ^ * ', <51
Substituting for the value ex the value of the polynomial

(5), we allow for a certain error Rn, which is

# » = « * - [ i + T r + f î +  ••• + £ ]  (6)

Since f{n + 1) (x) =  ex, the error Rn, according to formula
(3), may be given as

Rn =
e* 

(»+ ! )! Xn 4 1 (7)

O This device is not the best, and at times is totally nscless. Othei 
devices are given below (Sec. 401).

2) It is assumed that the function f (x)  satishes the conditions ol 
the theorem of Sec. 271, which is the case in numerous instances oi 
practical importance.
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The number |  lies somewliere between zéro and x (it dépends 
ooth on x and on n). Hence, ê> lies between e ° = l  and ex . 
This is sufficient for evaluating the error.

For example, let it be required to compute the value of
ex  for x =  -̂ - > i- e- to extract the square root of the number e.

j
Since e lies between 2 and 3, it follows that e 2 is less than 
2 and so & is most definiteiy less than 2. From (7) it fol-
iows that i.e.

I I < (n + 1)1 2n ^
With increasing n, the quantity ^  2n (Ümiting error)

tends to zéro, and the error Rn ail the more so tends to 
zéro. Hence, the polynomial (5), which now takes on the 
value

1 + l l ^  +  2 iV «  +  3 r 2 Î + - - - + ï ï r 2 S  <9 )

is suitable for computing Y  e to any degree* of accuracy.
Now let us find out how many terms the sum (9) must 

hâve in order to ensure four-decimal-place accuracy (up to 
± 0 .5 -10~4). To do this we compute the limiting error

(n+1‘) l~2" f0r n = 1 * 2- 3> and S0 on:1’
I _  _1_

2! 2 —  4 ’
1 1 _  1 

3! 22 2! 2 ’D — 24 »

1 _  1 . o ____ L .
4! 2* ~  31 2* “  192 ’

51 2« 41 2» ' 1920 *

_ L - _ L . 1 2 - - L
6! 2* —  51 2« ‘ 23040

We can stop here because — ̂  < 0.5-10~4

') Bcginning with the second row of the computat ion that  follows 
we resort to a consecutive division by the even numbers 6, 8, 1 0, 
proceeding from the identity

1 _ 1 1 
(n+ 1)1 2“ ” 2 (n+1) ' n\2
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Thus, to ensure an accuracy of 0.5 10-4 it is sufficient 
for the sum (9) to hâve six terms. We obtain l)

1
1

1! 2 
1

21 2* 1! 2 
1 1

31 23 2 ! 2

=  1.00000,
=  0.50000,

:4 =0.12500,

r :6 =  0.02083,

' r  =  - 3 ! V :8= 000260>4! 2 
1 _  1 

51 26 4! 24 : 10 =  0.00026 
1.64869

We finally obtain
V e  =1.6487

We thus find that to ensure an accuracy up to ± 0 .5 -10~8, 
the sum (9) must bave 10 terms because

101 2* 0.55-10“ 9 < 0.5-10-«

The computation yields

ŸT  =  1 + 7 r T  +  2^ + - - - + 9 r r * = l -64872127

Taking 15 terms, it is possible to compute e 2 to within 
0.5-10” 16, etc. The accuracy of the resuit increases rapidly 
with increasing number of terms.

The accuracy increases more slowly if we compute ex for 
larger values of | x | , say for x = l ,  or for x =  — 1.

Suppose we take x = \ .  Then the polynomial (5) takes 
the form

1 + iT+'5r+---+'ïïr <10)
and yields an approximate value of the number e. The error 
Rn> by (7), is

R» e'
( 7 7 + 1 ) 1

( H )

1) Each term is computed to the hfth décimal in order to avoid 
an accumulation of errors.
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The number é  now lies between e° and e1, i.e. between 1 
and e, and since e < 3, it follows that

I * « I < ütI ïïï <12>
As before, the error approaches zéro with increasing n. 

But now one has to take 9 terms in place of 6 in order to 
ensuré an accuracy up to 0 .5 -10“4 because the limiting error
- y — becomes less than 0 .5 -10“4 only for n ~ 8. The com­
putation yields

e~ ,+'rr+Tr+Tr + ---+‘ir=2'7183
If we want to obtain an accuracy up to 0 .5 -10“8, we 

hâve to take 13 terms (in place of 10); and the computation 
yields

e «  l +  - i -  +  - I -  +  -L.  +  . . . +  =  2.71828183

Taking 15 terms, we can compute e to within only 0 .5-I0” l° 
(instead of 0 .5 -10” 16 as in the computation of Y  e ).

Now take x = — 1. The polynomial (5) takes the form

l -----L_i_ J ------L 4 . -U (— 1 )n —il ' 21 31 1 • • • 1 V w nl

and yields an approximate value of the number g” 1 (or . 
By (7), the error Rn is

The number £ lies between minus unity and zéro; hence, 
é  < e°, i.e. e* <  1. Consequently

\ R n \ < 1
(n+ 1 )!

Here the limiting error is less than in the preceding case by 
a factor of three For this reason, the number of terms needed 
to ensure the required accuracy may be jeduced, but not by 
more than unity. Thus, an accuracy of up to 0.5* 10“ 10 is 
now ensured by 14, not 15 terms, which is not essential as 
far as the actual computations are concerned.

If instead of x = ± \  we take values of x still greater in 
absolute value, then the error of the approximate equality

« * » l + - i r + - f f  + • • • + - £  <13>
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will tend to zéro more slowly still However, using for­
mula (7) and reasoning as above, we are convinced that the 
error Rn will tend to zéro for any value of x.

Fig. 259 depicts the graph ACB of the function y =  ex
and the curves of its 
Taylor polynomials

y = \ ,  y = \ + x ,

y = l + X  +  Ç t y = \ + X  +

+ il-L - fL
9 I f i

cutive dérivatives are expressed as follows:

2 T 6 

Example 2. Let
/ W =  ln (1 +x)

As in Example 1, take 
the point x =  0 as the 
initial point. The condi­
tions of the theorem of Sec. 
271 are fulfilled only for 
x > — 1 [for x C — 1, the 
function ln (1 + * )  becomes 
meaninglessj. The conse-

*'(*)=■:î h '  '"<*) =

n v (x)--

1 1-2

1-2-3  
= <l + t)4

(1+*)2 

/ (») (X) =  ( - ) » - 1

(l+*)s 
(n- 1 )! 
(l+*)n

so that (Sec. 256, Example 3) we will hâve

/ (0 )= 0 , ^ = 1 .

(0)

r  (Q) 
2 !

/<«> (0)
31 n!

The Taylor polynomial (1) yields the approximate equality 

ln ( l+ * )  w x — . . .  + <~ ln" ' xn (14) 

Since / ln+1> [In (1 +*)J =  t| ^ >)w+i » the error Rn of ( ,4) may,
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by formula (3), be represented in the form
n — (~ 1)W Y , + 1 /\*\
R n ~~ n+ 1 [ \ + l )  ( 15)

where £ lies somewhere between zéro and x.
Let us, for example, compute the value of ln ( l+ x )  for 

x =  — 0.1. We obtain the approximate equality

ln 0.9 w —0.1— ~ 0 . 1 2— - ..0 .1 3— . . .  — -i-.0.1n (16) 
Its error is

p  _ 1 / 0 . 1  \n  +1

Since £ lies between zéro and —0.1, it follows that 1 + £  > 0.9. 

Hence I I < — p ( o ) ”^  or

I I < ÏÏTT ( t )" + * (17>
The limiting error obviously approaches zéro with increa- 

sing n, i.e. formula (16) is capable of yielding ln 0.9 to any 
degree of accuracy. Thus, to ensure an accuracy up to0.5-10~4 
we hâve to take n =  4, and we get

ln 0.9 « — |^0.1 + 4 -.0 .0 1  + 4 -  -0.001 +-L-0.0001 j w — 0.1054

ln the same way we can convince ourselves that formula
(14) always holds i f ---- ~ - ^ x ^ î .  But as \x \ increases,
the error Rn tends to zéro more slowly. This approach is 
weakest of ail when x = \ .  Then formula (14) yields

l n 2 * l — i - + - l - . . . + (- ! ) '> ->  i -

For example, to ensure an accuracy up to 0 .5-10”4, we 
hâve to take 19999 terms.

And if x is just the slightest bit more than unity, the 
error does not tend to zéro at ail; on the contrary, | Rn | 
increases without bound with increasing n.

M It also holds for ail x between —1 a n d ---- , but expression ( 15)
does not convince us of this fact
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Fig. 260 depicts the graphs of the function y = \ n  (1 + x )  
(the curve AC B) and of the first three Taylor polynomials.

273. Increase and Decrease of a Function

Définition 1. A function f (x) is called an increasing func­
tion at a point x — a if, in a sufficiently small neighbour- 
hood, values of x greater than a are associated with values 

of /(*) greater than f (a), and smal- 
ler values correspond to smaller va­
lues.

A function f (x) is called a dec- 
reasing function at a point x =  a if, 
in a sufficiently small neighbour- 
hood of this point, values of x 
greater than a are associated with 
values of f (x) smaller than /(a), 
and smaller values are associated 
with greater values.

Example 1. The function depicted in Fig. 261 increases 
at the point x =  a because to the right of A the points of 
the curve lie above A and to the left, below A. Here we 
consider only those points of the curve whose ordinates are 
sufficiently close to the ordinate aA\ in the given instance, 
these are the points which do not go beyond the limits of 
the arc KL. Outside this arc the relation no longer holds: 
point C lies to the right of A but below it, U lies to the 
left, but above it.

Y
B

V  /
T \_ j .

- W 'i i • : r v  /» 1 i- i : \o ! 1 •
k m a b ï  c d e x

Fig. 261
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The same function is decreasing at the point x =  d because 
in a sufficiently close neighbourhood of D the points of the 
curve to the right lie below D, those to the left lie above D.

The function is also decreasing at the point x — c.
At the points x =  b, x — e, x — m the function is neither 

increasing nor decreasing (at x = b  it has a maximum, at 
x-—e and x =  m a minimum; Sec. 275).

Définition 2. A function is called increasing in an inter­
val (a, b) if it is increasing at every point within the inter- 
val (but not necessarily at the end-points).

A function decreasing in an interval (a, b) is similarly 
defined.

Example 2. The function shown in Fig. 261 is decreasing 
in the interval (/, d) because it is decreasing at every point 
within the interval (and at its end-points as well). The same 
function is also decreasing in the interval (b, e) because it 
is decreasing at ail interior points of the interval (but at 
the end-points b and e the function is not decreasing). In the 
interval (m, b) the function is increasing; in the interval 
(a, d) it is neither an increasing nor a decreasing function. 
Now if we split up the interval into two parts: (a, b) and 
(b, d), then in the former the function is increasing and in 
the latter it is decreasing.

If the function is increasing in the interval (a, b), then 
in that interval a greater value of the argument is always 
associated with a greater value of the function; conversely, 
if in the interval (a, b) a greater value of the argument is 
always associated with a greater value of the function, then 
the function is increasing in (a, b). l)

If the function is decreasing in the interval (a, b), then 
a greater value of the argument is always associated with 
a smaller value of the function, and vice versa.

Geometrically, in those intervals in which the function 
is increasing its curve (rightward motion) rises; in intervals 
where the function is decreasing, the curve drops (cf. 
Example 2).

Définition 3. A function which in a given interval is increasing 
or decreasing is called monotonie (in that interval). *)

*) This property is often taken as a définition of a function increas­
ing in an interval. A function decreasing in an interval is similarlv 
defined.
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274. Tests for the Increase and Decrease of a Functlon at a Point

Sufflciency test. If the dérivative /' (x) is positive at a 
point x =  a, then the function / (x) at this point is increasing, 
if it is négative, then the function is decreasing.

Geometrically, if the slope of the tangent MT (Fig. 262) 
is positive, then near M the curve lies above the point M

to the right and below it to the left; if the slope is négative 
(Fig. 263), then near M the curve lies below M to the right 
and above M to the left.

Note. If f'(a) =  0, then for x =  a the function may be 
increasing (point N in Fig. 262); it may be decreasing too

(point L in Fig. 263;. But as a rule, the function will not 
(for x =  a) be either decreasing or increasing (points B and C 
in Fig. 264). Ways of distinguishing these cases are indicated 
in Secs. 278 and 279.

Example 1. The function y = x — x2 (Fig. 265) is incre­
asing at the point x =  0, because y ' = \ — x = l  > 0. The same 
function is decreasing at the point x =  2 where y ' =  — 1 < 0.
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At x = \ ,  where y' =  0, the function is neither decreasing 
nor increasing.

Necessity test. If the function / ( x) is increasing at the 
point x = a , then its dérivativel) at this point is positive 
(as at point M in Fig. 262) or is equal to 
zéro (as at point N in Fig. 262):

0

Similarly for a decreasing function; 
its dérivative is négative or zéro at the 
point * * = a :

/ ' ( « ) <  o

Example 2. The function y = x B (Fig.
266) is increasing at every point. Its 
dérivative y' =  3x2 is positive everywhere 
except at the point x =  0, where y ' = 0.

274a. Tests for the Increase and Decrease 
of a Function In an Interval

Sufficlency test. If the dérivative fonction / '  (x) in an interval 
(a, b) is everywhere positive, then the function /  (x) in this interval 
is increasing; if f '  (x) is everywhere négative, then f  (x) is decrea­
sing (cf. Sec. 274).

Note. The test (criterion) also holds true when the dérivative 
takes on zéro values in the interval (a, b) so long as f (x) does not 
identically become zéro throughout the interval (a, b) or in some 
interval (a', b') comprising a part of (a, b) [the function f (x) would 
be a constant  on such an interval].

Example. The function ( /=x--^-x* (Fig. 265) is increasing in the
interval (0, 1) because the dérivative y'= \ ~ x  takes on a zéro value 
only at the point x = l ,  whereas at  the remaining points of the inter- 
val (0, 1) it is positive. The same function is decreasing in the 
interval (1, 2) because here the dér ivative y ' is everywhere négative 
except at the point x = l ,  where y' — 0.

Necessity test. If the function f  (x) is increasing in the interval 
(a, b), then the dérivative*) f '  (x) is positive or zéro in that interval

f '  ( x )>  0 for a <  x <  b

The same holds true for a decreasing function:

/ '  (x) <  0 for a <  x <  b

*) It  is assumed that f (x) is différentiable at this point.
*) It is assumed that the function is différentiable in the in ter  

val (a, b).
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275. Maxlma and Mlnlma

Définition. We say that a function f (x) bas a maximum 
at a point x =  a if, in a sufficiently close neighbourhood of 
the point, ail values of x (both greater and smaller than a) 
are associated with values of f (x) smaller than f (a).

A function f (x) has a minimum at a point x = a  if, 
within a sufficiently close neighbourhood of the point, ail 
values of x are associated with values of f (x) which are 
greater than f (a).

This can be stated more succinctly: a function f (x) has 
a maximum (minimum) at a point x =  a if the value of f (a) 
is greater (tess) than ail neighbouring values.

The generic term for maximum and minimum is extremum 
(extreme value).

Exam ple. The function / ( x) = - l* 3—x2 +  y  (Fig. 267) has

a maximum at the point jc=0 j t̂he point A ^0, is

higher than ail neighbouring points J
and a minimum at the point x =  2 
[the point B (2, — 1) is lo.wer
than ail neighbouring points].

Note. In ordinary language, 
the expressions “maximum” and 
“greatest quantity” are synonymous. 
In analysis, the term “maximum” has 
a narrower meaning: the maximum 

function need not be its greatest value. Thus, the function
/(jt) =  J-jt3—x2 (see Fig. 267), if considered, say, in the

Fig. 267

of a

interval (— 1, 4) has a maximum at x =  0 because near this 
point [namely, in the interval (— 1, 3)] ail the values of x 
are associated with values of f (x) which are smaller than
/(O), i.e. than ~  (in that interval the graph is located
below the point A). Still, the maximum /(O) is not the 
greatest value of the function in the interval (—1, 4) because 
for x > 3 we hâve

f (*) > T

(the graph to the right of C is located above the point A). 
However in the given interval, finding the greatest value of
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the function is closely associated with finding its maxima 
(see Sec. 280).

The same remark applies to minima as well.

276. Necessary Condition for a Maximum and a Minimum

Theorem. If a function f (x) has an extremum (a maximum 
or a minimum) at a point x — a, then the dérivative at this 
point is either zéro, infinité or does not exist.

Geometrically, if a graph has a maximum ordinate at a 
point A, then the tangent at this point is either horizontal 
(Fig. 267), vertical (Fig. 268) or does not exist (Fig. 269). 
The same applies to the minimum ordinate (point B in 
Fig. 267, point A in Fig. 270, points B and C in Fig. 269).

Note. The condition for an extremum as given in the 
theorem is necessary but not sufficient, that is, the dérivative 
at the point x =  a can vanish (Fig. 271), become infinité 
(Fig. 272) or not exist (Fig. 273) without the function having 
an extremum at that point.
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277. The First Sufficlent Condition for a Maximum and a Minimum

Theorem. If, sufficiently close to a point x =  a, the déri­
vative f' (x) is positive on the left of a and négative on the 
right of a (Fig. 274), then at the point itself, x = a , the 
function / (x) has a maximum provided that / (x) is conti­
nuons here. u

Fig. 275

If, on the contrary, the dérivative /' (x) is négative on 
the left of a and positive on the right (Fig. 275), then f (x) 
has a minimum at the point a provided that it is continuous 
here.a)

The theorem states that when / (x) passes from increasing 
values to decreasing values, it has a maximum; when it 
passes from decreasing to increasing values, it has a minimum.

Note. According to the theorem, the test for an extremum 
of a function / (x) is the change of sign of the dérivative 
/ ' (x) when the argument passes through the value x = a  under 
considération.

Now, if in passing through x = a  the dérivative retains 
its sign, then f (x) is increasing at the point x = a  when the 
dérivative is positive both on the right and on the left of 
x = a  (Figs. 271, 272, 273) and is decreasing when the déri­
vative is négative (Fig. 276). [It is again assumed that f (x) 
is continuous at x =  a.]

278. Rule for Flndlng Maxlma and Mlnlma

Let a function / (x) be différentiable in an interval (at b). 
In order to find ail its maxima and minima in the interval, 
it is necessary to:

(1) Solve the équation f' ( x ) = 0 (the roots of this équation 
are called the critical values of the argument; among them

M However, f (x) need not be différentiable at  x=a  (see Fig. 268). 
•) However, / (x ) need not be différentiable at  x=a  (see Fig. 270).
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we bave to seek the values of x which yield an extremum 
of the function f (x); see Sec. 276).

(2) Investigate, for every critical value x =  a , to see whetfi­
er the dérivative f' (x) changes sign when the argument passes 
through this value. If /' (x) passes 
vom positive values to négative val­
ues (when going from x < a to
x > a), then we hâve a maximum 
(Sec. 277), if it goes from négative 
values to positive values, then we hâve 
a minimum.

But if f' (x) préserves its sign, then 
there is neither maximum nor mini­
mum: for f' (x) > 0, the function 
f(x) is increasing at the point a, 
for /' (x) < 0, it is decreasing (Sec. 277, Note).

Sign of Dérivative
Shape of Graph

for x <  a for x >  a
Near Point a

+
A

maximum

- + \ â U minimum

+ + increase

decrease

Note 1. If a function f (x) is continuous in an interval 
(a, b), but not différentiable at certain points, then these 
points must be classed with the critical points and a similar 
investigation must be carried out.

Note 2. The maxima and minima of a continuous function 
follow one another in alternation.

Example 1. Find ail the maxima and minima of the
function / ( x ) = x — — x2.

Solution. This function is everywhere différentiable (i. e. 
it has a finite dérivative everywhere) /' (jc) =  1 — x.
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(1) Solve the équation 1— * =  0. It has a unique root x =  1.
( 2 )  The dérivative /'(x ) = l —x changes sign as the argument 

passes through the value x = \ .  Namely, for x < 1 the déri­
vative is positive, for x > 1, it is négative. Hence, the critical 
value x = \  yields a maximum. The function has no other 
extreme values (see Fig. 2 6 5 ) .

Example 2. Find ail the maxima and minima of the function
/(*) =  ( * - 1)*(*+1)3 (1)

Solution. This function is everywhere différentiable. We 
hâve

n x )  =  2 ( * - l ) ( x + l ) »  +  3 (*— 1)2 (* + 1 )2 =
=  (*— 1)(* + 1 )2 (5*— 1)

(1) Solve the équation /'(jt)= 0 . Its roots (in increasing 
order) are

*i =  — 1, *2 =  4" ’ *3 =  1 <2)

( 2 )  Representing the dérivative in the form

/ ' W = 5 ( * + l ) «  ( * - - ! - )  (JC-1) (3)

we investigate each of the critical values.
(a) For x <  — 1, ail three binomials of formula (3) are 

négative, so that to the left of x =  — 1 we hâve
n * ) = 5 ( - ) 2 ( - ) ( - ) = +  (4)

Let the argument pass through the value xx =  — 1, but sup­
pose it has not yet reached the next critical value, x2= y  •
Then the binomial jc+ 1 is positive, the two other binomials 
of (3) remain négative, and we hâve

r  M = 5 (  +  )2 ( - ) ( - ) = +  (5)
Comparing (4) and (5) we see that the dérivative does not 
change sign (remains positive) when passing through the 
critical value xl =  — 1. Hence there is no extremum at the 
point x =  — 1; here the function f (x) is increasing (Fig. 2 7 7 ) .

(b) Investigate the nearest larger critical value x2 =  y  • 

Sufficiently close on the left ^i.e. between x1=  — 1 and 

x2 =  y j  the dérivative is positive by virtue of (5). Suffici-
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ently close on the right ^between xx =  and xt =  +  l^ 
the second facter is positive and we hâve

r w = 5 ( + ) 2 ( + ) ( - ) = -  (6)
Comparing (5) and (6) we see that the sign of the dériva­

tive changes from plus to minus when passing through
[the function / (x) passes from inc- 
reasing values to decreasing values].
H en ce the function has a maxi­
mum at the point *=-£-; it is eq- 
ual to

(c) Investigate the last critical 
value, Jt3= l .  Sufficiently close on 
the left, the dérivative is négative 
right of x = l  we hâve

n * ) = y  ( + ) * ( + ) < + ) = +  (7)

When passing throügh x =  1, the dérivative changes from mi­
nus to plus [the function f (x) passes from decreasing to in- 
creasing values]. Hence at x = l  the function has a minimum, 
which is equal to

M i ) = ( i - i ) » 0  +  i)8= o
Example 3. Find ail the extrema of the function

/ ( * ) = ( * - D  yr*
Solution. The given function is différentiable for ail posi­

tive and négative values of x and we hâve

_ J2_
„ / ï 3/ ~ i  , 3<*-<> » * S/ W - / 7 +  3 3 / 7  -  3 3 / 7

At the point x = 0  the function f (x) is not différentiable 
(its dérivative is infinité). Therefore (see Note 1) we hâve two

Â Y

-tsr c \u  ta  /

Fig. 277

by virtue of (6). To the
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critica 1 values: ^ --O  and x2-=-^-. For x < 0, we hâve

n * > = 4 - r ^ = +
V :

For 0 < x < — we hâve p

/ ' « = t  y r

For x > — we hâve

/ ' W = T T 7 = - = +

Hence at the point x =  Q the function / (jc) =  (,r — 1 ) \ / X'L 
has the maximum

/(0) =  0
2

and at the point * = —, the minimum

K 4 ) = - t K S * - ° - 33

279. The Second Sufficient Condition 
for a Maximum and a Minimum

When it is difficult to distinguish the sign of the dériva­
tive near critical points (Sec. 278), one can use the following 
sufficient condition for an extremum.

Theorem 1. Let the first dérivative f' (x) vanish at the 
point x =  a\ if the second dérivative /" (a) is then négative, 
the function f (x) has a maximum at x =  at if it is positive, 
then the function has a minimum. For the case f" (a) =  0, 
see Theorem 2.

The second c o nd i t ion  is re la ted to  the first in the  following man-  
ner. We consider f" (x ) as a d é r iv a t iv e  of f '  (x ). The re la t ion  f" (a)  c  0 
means (Sec. 274) t h a t  / '  (x ) is decreasing a t the  po in t  x  =  a.  And since 
/ ' (a) = 0, it follows tha t  f ' (x)  is pos i t ive  for x  c  a  and négat ive  for 
x >  a.  Hence (Sec. 277),  f  (x)  has a m a x im u m  a t  x —a  The s i tu a t io n  
is s imila r  for the  case f" (a)  >► 0.

Example 1. Find the maxima and minima of the function
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Solution. Solving the équation
/' (x) =  2x3 — 2 x = 0  

we obtain the critical values
xl = —l, x2 =  0, x3 =  1

Substituting them into the expression of the second derfvative 
F (jc) =  6x2—2 =  2 (3x2— 1) 

we find that

r (—î) > o, n o x o ,  r ( i )>o
Hence at x =  — 1 and x = \  we hâve a f 

minimum, and at x =  0 a maximum 
(Fig. 278).

lt  may happen that the second dérivative 
vanishes together with the hrst; this can also 
happen with regard to a number of subséquent 
dérivatives. In such cases one can make use of 
the following generalization of Theorem 1.

Théo rem 2. If at  the po in t  x —a, where the first dér ivat ive is zéro, 
the closest nonzero dérivat ive is of even order, 2 k ,  then the function 
f (x) has, at x=a,  a maximum when (a) <  0. and a minimum
when / (2* ) (a) >  0.

Now if the closest nonzero dérivat ive is of odd order, 2 k + \ ,  then 
the function f ( x) does not hâve an extremum at the point a; it is 
lncreasing when / <2* + 1) (a) >  0 and is decreasing when + (fl) <  o.

Note. Theoretically, it is not precluded that  at a point x= a ail 
the dérivatives of the function f (x) (which is not a constant) are equal 
to zéro. *) However, this case is of no practical  signiftcance.

Example 2. Find the maxima and minima of the function

Solution. We hâve
f  (x) = sin 3 x -  3 sin x

Solving the équation
f '  (x) = 3 cos 3 j c —  3  cos jt

3 cos 3 x - 3 cos x=0
we hnd

x=k 2
where k is any integer.

Since this function has a period 2jt, it is sufhcient to investigate 
four roots:

A n 3ji
t̂ = 0, x* = ~2~ ' Xi=n’ X4=T

') Such, for instance, is the function considered in the last foot* 
note of Sec. 270 (p. 350).
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Take the second derivative
f" {x) = -  9 sin 3x+ 3 sln x 

Substituting the critical values x lt x t , xt , x4, we And

r<o»=o, f" ( y ) = 12-
f  (Ji) = 0,

At the point * i = - y  • the nearest nonzero der ivat ive is of second 

(even) order. and f" ^ >  0. Hence, it has a minimum at x — -y- . 

Similariy, Ve conclude that at x = ̂ y il bas a maximum |  because

/ - ( ? ) < . ]
The extremal values will be

f ^ - y ^ = s i n  3 —— 3 s i n - ^ - = - l - 3 = - 4  (minimum) 

f = sin ^ y - 3  sin -^p= 1 -  ( -  3) = 4 (maximum)

To investigate the critical values = 0 and xa=7i, let us And the 
third derivative

(x)= -  27 cos 3x + 3 c o s  x
We hâve

/ " ' ( 0 ) = - 2 4 ,  / " ' ( * )  = + 24
At the point x = 0  the nearest nonzero derivative is of third (odd) 

order, and (0) <  0. Hence, at x = 0 there is no extremum. Here, the 
function f  (x) is decreasing. Similariy, we conclude that at x —n  as well 
there is no extremum; but here the function f j x )  is increasing [be­
cause f ( n )  >  0]. 280

280. Findlng Greatest and Least Values of a Function

1. Suppose that by the conditions of the problem the 
argument of a continuous function f (x) varies in an infinité 
inlerval, say in the interval (a, -f-oo). Then it may happen that 
there is no greatest value of the function / (*); see Fig. 279a 
where f (x) increases without bound as * -*  +  oo. But if f (x) 
has a greatest value, then this value is definitely one of the 
extrema of the function; see Fig. 279b, where the greatest 
value of the function is f (c).

Now let it be given that the argument x varies in a closed 
interval (a, b). Then f (x) definitely assumes a greatest value
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(Sec. 221). However, this value may not belong to the extrema, 
for it may be attained at one of the end-points of the inter­
val (at point x = b l) in Fig. 279c).

The same goes for the least value.
2. Let it be required to find the greatest (or least) value 

of a géométrie or physical quantity which obeys definite 
conditions (see examples below). Then it is necessary to re­
posent the quantity as a function of some argument. From

the conditions of the problem we détermine the range of the 
argument. Then we find ail the critical values of the argument 
lying within this interval and compute the appropriate va­
lues of the function, and also the values of the function at 
the end-points of the interval. From the values thus found 
we choose the greatest (least).

Note 1. It often happens that the argument may be cho- 
sen in a variety of ways; a lucky choice can simplify the 
solution. Allowance for the peculiarities 
of the problem can also simplify the so­
lution.

For instance, if within a given interval 
there is only one critical value of the 
argument and, on the basis of some test 
(see Secs. 277, 279), it should yield a maximum (minimum), 
then even without a comparison with the boundary values of 
the function we are justified in concluding that this maximum 
(minimum) is the desired greatest (least) value.

Example 1. In Fig. 280, the segment AB-=a is divided 
into two parts by C; on AC and CB construct the rectangle 
ACBD. Find the greatest value of its area S.

n If the end-point x= b  is not  considered, then over the remaining 
open interval the function f {x) will not hâve a greatest value.

Fig. 280
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Solution. For the argument x we take the length AC\ then
C B = a —x and S =  x (a—x)

The argument x of the continuous function 5 varies in the 
interval (0, a).

From the équation
§ = a - 2 x = 0

we find the (unique) critical value x =  -^~. It belongs to the 

given interval (0, a). We compute the value of 5 
and the bôundary values of / (0 )= 0 , f ( a ) = 0. Comparing 
these three values, we conclude that is the desired great- 
est value.

This comparison will not be needed if we note that in the
unique critical point * =  \  the second dérivative of the func­
tion S(*) is négative, i.e. (Sec. 279) the function S (x) has a 
maximum there.

The variable rectangle ACBD always has one and the same 
perimeter (2a). Hence, of ail rectangles of a given perimeter 
the square has the greatest area.

Note 2. Most convenient of ail Is to take for the argument the 
distance z from the point C to the midpoint O of the segment AB  
(see Fig. 280). Then

AC = AO + OC = y  + z> CB = O B -O C = — - z

and

* - ( t  ♦ ■ ) ( * - ) - ( * ) • -
Now there is no need to seek an extremum because

obviously does not exceed
( * ) ■

( t ) ’ -
z* quite

Example 2. Under the conditions of Example 1 find the least value 
of the area S.

Solution. Taking x =AC  for the argument, we compare the unique
extrçmum (t ) of the function S = x  (a -x )  with lts value (S =  0) at

the end-points of the interval jt=0 and x=a .  We find that zéro is the 
least value of S [in the closed interval (0, a)].

However, for x= 0  and x — a we do not hâve a rectangle in the pro- 
per sense of the word (it degenerates into the line segment AB).  If we 
consider only “real” rectangles, then the end-points of the interval
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(0, a) ought to be excluded and then S does not hâve a least value 
[in the open interval (0, a)].

Example 3. Find the least and the greatest values of the 
semiperimeter p of a rectangle having a given area 5.

Solution. Dénoté the sides of the rectangle by x, y . It is 
given that

x y = S  (1)
(x and y are positive quantifies). It is required to find the 
least and greatest values of the quantity

p = x  +  y (2)
Take x for the argument; then

P = * + 4  0)
The argument x varies in the infinité interval (0, -j-oo) (the 
end-point x =  0 is excluded). In this interval the function 
p (x) is continuous and has the dérivative

From the équation

i - 4 = °  <5>

we find the unique (in this interval) critical value

x = V " S

From (4) it is seen that for 0 < x<  |/"S the dérivative
-- is négative and for x > Y  S it is positive. Hence (Sec. 277)
it has a minimum. Since this minimum is the only one (see 
Note 1) it is the least value of the semiperimeter: X)

/ > • / » = / 5 + - ^  = 2 / S  (6)

‘) The problem may be solved without finding the extremum. 
Equalit ies (2) and (1) yield p * 2 = {x  +  y ) 2 = ( x - y ) 2 + 4 x y = ( x - y)2 +  4 S .  
Since 4S is a constant  and the least value of (x - y )2 is zéro (when x=y),  
it follows that the least value of p 2 is 4S; hence, the least value of p is
2 VIS.

Th is method is simpler (in that it does not require higher mathe* 
matics) and is shorter. But it is based on guesswork, and in that 
sense it is more difficult than the general method given above.
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i. e., of_ ail rectangles of a given area S the square 
t x = V ~ s .  y = v  S ) has the smallest semiperimeter.

The quantity p does not hâve a greatest value since the 
given interval (0, + 0 0 ) is open.

Example 4. Find the least amount of tin to be used in 
making a cylindrical tin can with a volume of two litres 
(V -  21, the extra material for seams is not taken into account).

Solution. Let the surface of the can be S, the radius of 
the base r , the height h. It is required to find the least value 
of the quantity

S =  2nrh +  2jtr2 (7)
provided that

nrzh =  V (8)
For the argument it is convenient to take r. From (7) and (8) 
we find

S =  2 ( f + j i r * )  (9)

where the argument varies in the interval (0, 00). From the 
meaning of the problem it is clear that the quantity S reaches 
a least value somewhere inside this interval. It is therefore 
sufficient to consider the values of the function at the critical 
points.

Solve the équation

37 =  2 ( - ; £  +  2Iu ) = 0  (10)

Its sole root

corresponds to the least value of S. From (8) and (11) we get 
h =  -̂ T  =  y /~  — = 2 r, that is, the height of the can must be
equal to the diameter of the base. The least amount of tin 
required to make the can is then

Smin =  2ji (rh +  ra) =  6jira =  3 £ / 2Üÿ* «  879 cm2

Example 5. (Descartes’ paradox). In 1638 Descartes received 
(through M. Mersenne) a letter  of Fermât, where Fermât gavewithout 
proof a rule which he had discovered for finding extrema. Translated 
into modem language, the Fermât rule reduces to finding the values 
which make the dérivative f  (x) of the function f  (x) under considéra­
tion vanish.
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In a return letter Descartes described the following example which 
•se believed proved the Fermât rule to be erroneous.

Let there be given a circle
x*+ y* = r* ( 1 2 )

Fig. 281) and a point A ( - a ,  0) distinct from the centre (that  is, 
- =̂= 0 ). 11 is required to find on the circle ( 12) a point that is closes t 
:o A. The square of the distance of an arbitrary point M (x , y) from 
the point A is given as

A M 2 = (x + a)2 + y 2 (13)
Now if M lies on the-circle ( 1 2 ), then

so that
y ’ = r*~ jc*

AM* = (x + a)* + r*-x*
In order to find the value of x which minimizes the quantity  AM*, 
Descartes followed Ferm at’s rule and obtained the absurd equality 
2a = 0.

0 K)0 200 300 W0 500
B'

Fig. 282

Yet, geometrically, it is clear that the desired point exists and 
coincides with the point P (~ r ,  0). From this Descartes conciuded 
that the test for the minimum was incorrect. Actuaily, the point 
P (x = - r )  is not revealed for a different reason: the least value of A M 2 
corresponding to it is not a minimum.  Indeed, x varies only in the 
interval ( - r , +r).  The function at hand assumes its least value at  the 
end-point of the interval.

Example 6 . A group of swimmers strike out from boat A (Fig. 282) 
to a point B on the shore. The conditions of the compétition allow 
part of the distance to be covered by land. The boat stands opposite 
pier O at a distance OA=a = 360 métrés; the point of destination B is 
at a distance of OB = b= 420 métrés from the pier. What is the best 
resuit that can be obtained by a participant if he covers 90 métrés 
per minute swimming and 150 métrés per minute running?

Solution. Let the swimmer land at  point M,  a distance OM=x  
from the pier. I t  will suffice to consider the variation of x in the 
interval (0 , b).1)

The time t (in minutes) spent in covering the distance A M B  is

V  a 2+ x 2 b - x  
90 + 150 0 4 )

*) It is senseless for a swimmer to get to the shore outside OB 
because it takes longer to swim to B'  than to B and he would hâve to 
run the distance between B ' and B.
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Here, a = 3 6 0 ,  6 = 420. It is required to find the least value of the 
function t in the interval (0 , 6).

We hâve

dx 90 V a 2+ x 2 150

Solving the équation
x  1

-----— - T ë n  = ° (16)9 0 V a 2+ x 2 150
3

we find the sole critical value x = —  a —270 métrés. This value lies in4
the interval (0, b) under considération. Since the second dérivative 

dzt _  1 d_ f  x a 2
dx* 90 dx \ V X2+ a z )  90 V (a* + jr2)>

3
at the point x=  —  a (as at  ail other points) is positive, it follows
(Sec. 279, Theorem 1) that we hâve a minimum at this point. Since 
this is the only minimum (see Note 1), it yields the desired least value 
of the function t :

Unin —
Va‘+ ( t 4)

90

a
-  = 6 (minutes)

The path of the swimmer is shown in Fig. 282 by the dashed line. 
Example 6a. Solve the same problem as in Example 8 bu t  with 

6=420  métrés changed to 6=225 métrés 
(Fig. 283).

Solution, i t  sufhces to consider the va­
riation of x  in the interval (0, 225). Since 
the root x= 270  of Eq. (16) lies beyond 
this interval, the function t now has no 

i r  minimum inside the interval . The least
on n  value is assumed at  the end-point x = 6 =

. . =225. Here,
, V'PTP Â , ÀOt —---- ——  = 4 min 43 sec

300 \
2004

\ 200 300 400 500

Fig. 283 90

The swimmer has to swim directly to the finishing point.
Note 3. When solving this problem, we considered, as common 

sense suggests. the variation of tne argument x of the function

V a2+ x* b - x  
9Ô + 150 (14)

(where a = 360 ,  6=225) only in the interval (0, 225).
But we could hâve extended the range of the argument and consi­

dered, say, the interval (0, 325). Then, reasoning as in Example 6 , 
we would hâve found that the function (14) has a minimum at x=270  
[because this point lies in the interval of interest, is the sole critical 
value of the function (14), and minimizes the function].
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From this it would seem possible to conclude that the swimmer 
-.ught to swim to point D , which is at a greater distance than the 
r.nishing point B , but this is manifestly absurd.

The mistake stems from the fact that the function (14) expresses 
•.ne dependence .of i on x o n l y  over the interval O B ,  whereas on the 
segment B C  the dependence is expressed by 
:ne formula t  1

V a 2+x 2 x -  b 
90 + 150

min

( 1 4')
10 -

B C

i>ee schematic graph in Fig. 284).
When x =  b both formulas (14) and (14') 

yield the same value, so that the function 
/ (x) is continuous only at x =  b, bui the
dérivative — does not exisi at x = b  For dx
this reason, the point x — b is now a critical
point of the function t {x) (cf. Sec. 278, Note 1). There are no 
other critical points in the interval (0, 325).

100 200 300 m  500 Km  

Fig. 284

281. The Convexity of Plane Curves.
Point of Inflection

A plane curve L is called convex at a point M (Fig. 285) 
if in a sufficiently small neighbourhood of M the curve L 
lies on one side of the tangent MT (the direction oj concavity 
of L). The opposite side is called the direction of convexity.

If the curve L near the point M lies on both sides of the 
tangent MT (Fig. 286), then M is called a point of inflection 
of the curve L.

When passing through a point of inflection, convexity 
turns to concavity and vice versa.

Let L be given by the équation y =  f(x). If the dérivative 
f'(x) increases at the point x =  a, then L is concave up 
(Fig. 287), if it decreases, then it is concave down (Fig. 2S8).
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Now if the dérivative /' (x) has an extremum at JC =  a(Figs 
289, 290), then the curve L has a point of inflection there

282. Clrectton of Concavlty

1. H the second dérivative /" (jc) at a point x =  a is posi­
tive, then the curve y =  f(x ) is concave up, if the dérivative 
is négative, then it is concave down (schematic figure 291).

Explcinatlon. If / " ( a ) > 0 ,  then / '  (x) is increasing at x= a  (Sec. 274); 
hence (Sec. 281) the concavity is up. The reasoning is similar tor the 
case f”(a) <  0 .

2. Let the second dérivative j” (x) be zéro, infinité or 
nonexistent altogether at the point x =  a.

Fig. 291 Fig. 292

Then, if in passing through x =  a the second dérivative1) 
changes sign, the curve y =  f (x) has a point of inflection 
there (Fig. 292). But if f”(x) does not change sign, then the 
curve y — f(x) is concave in the appropriate direction (see 
Item 1) (cf. Secs. 277 and 281)

Example I. The curve
y =  3x4 — 4*3

(Fig. 293) at point A  ̂ is concave up, but at point

B ^  it is concave down because the second déri­
vative

y" =  36jc2—24jc= 12jc (3jc — 2)
l ) It is assumed that lt exlsts near point a.
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s positive for x — — ^-|both factors \2x and (3* —2) are né­

gative] and négative for x =  ÿ
At point 0 (0 , 0), where y” =  0, we hâve an inflection be­

cause when passing through x =  0 the second dérivative chan-

Flg. 293

ges sign from plus (for x < 0) to minus (for x > 0). To the 
left of 0  the curve is concave up and to the right it is con­
cave down.

Example 2. The curve y = x 4 (Fig. 294) at the point 0 (0 ,0 ), 
where y" =  0, is concave up because when passing through 
x =  0 the function \ f — Ylxl préser­
ves the plus sign.

JL_
Example 3. The curve y =  — x 3 

(Fig. 295) has an inflection at the 
point O (0, 0) where the second 
dérivative is infinité, because in pas­
sing through x =  0 the second deri- 

_6_
vative (/*= - |- — x 3 changes sign
from minus to plus. To the left of O the curve is con­
cave down and to the right it is concave up. 283

283. Rule for Flndlng Points of Inflection

In order to find ail the points of inflection of a curve 
y — f (*), it is necessary to test ail those values of x for which 
the second dérivative /* (x) is zéro, infinité or nonexistent 
(inflections are possible only at such points; Sec. 282).
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If in passing through one of these values, the second dé­
rivative changes sign, then the curve has a point of inflection 
at that point. If there is no change, there is no inflection 
(Sec. 282, Item 2).

Example 1. Find the points of inflection of the curve 
y =  3*4 — 4*3.

Solution. We hâve

y” =  36x2—24*=  12* (3*—2)

The second dérivative is everywhere existent and finite; it 
2vanishes at. two points: * = — and x =  0. Consider the point 

2
jc =  -r-. If x is somewhat less thanO
2 /  2 \

-j-( namely, if 0 < * < T  , then

/ = 1 2 (  +  ) < - )  =  -
if x is somewhat greater than y

^in the given case, any number may
2 \

be taken which is greater than y  J, 
then

i2 ( + h + ) =  +

The second dérivative changes sign when passing through 
* =  y  ; hence at lhat point of the graph (point C in Fig. 293)
we hâve an inflection. At x = 0  there is also an inflection 
(Sec. 282, Example 1).

Example 2. Find the points of inflection of the curve

y = x  +  2x*

Solution. We hâve y" =  24x2
The second dérivative is everywhere finite and vanishes 

only at * =  0. When passing through x =  0, the second déri­
vative préserves the plus sign, as it does everywhere. Hence 
there is no inflection either here or at any other points. The 
curve is concave up (Fig. 296).
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284. Asymptotes

Let point M (Fig. 297) be in motion in some direction 
a long the curve L from a position M0. If in such motion the 
distance M0M (reckoned along a straight line) increases 
without bound, than we say that the point M recedes to in- 
finity.

Définition. The straight line AB is called the asymptote 
of curve L if the distance MK (Fig. 297) from M (on L) to 
the straight line AB tends to zéro as M recedes to infinity.

Note 1. The distance from M to AB may be measured 
over any constant direction MK' and not only along the per- 
pendicular because if MK —► 0, then MK' —►O as well, and 
vice versa.

Note 2. The définition, given in Sec. 46, of the asympto­
tes of a hyperbola (U'U and V'V in Fig. 298) fits the general 
définition given here.

Note 3. Not every line along which a point recedes to 
infinity possesses an asymptote. For instance, neither the 
parabola nor the spiral of Archimedes has asymptotes.

285. Flndlng Asymptotes Parallel 
to the Coordlnate Axes

1. Asymptotes parallel to the axis of abscissas. To find the 
horizontal asymptotes of a curve y =  f (x), seek the limits of 
f (x) a°. x — ► +  oo and as x — ►— oo.

If lim f (x) =  by then the straight line y =  b is an asymp­

tote (in the case of infinité recession to the right; Fig. 299).

H

Ffg. 297 Fig 298

x co
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If lim f (x) =  b \  then the straight line y = b '  is an
X -*— GO

asymptote (in the case of recession to infinity on the left; 
Fig. 300).

If f (x) does not hâve a finite limit either as x —►+<» 
or as x —►— oo, then the curve y =  f(x) has no asymptotes 
parallel to the x-axis.

ir \Y
/

------  ■" i
b r 0

a — v
0\ i  o X

Fig. 299 Fig. 300

Example 1. Find the asymptotes of the curve y =  \ + e x 
which are parallel to the x-axis.

Solution The function 1 -f- 
a finite limit [ lim (l-}-e*) =

X -* +  CD

?x , as x —► +  oo, does not hâve 
= -j-oo) and tends to unity as

x — ►— oo Therefore, the
straight line y =  1 is an asy­
mptote in the case of reces­
sion leftwards (Fig. 301).

Fig. 302

Example 2. Find the horizontal asymptotes of the curve 
y =  arctanx.

Solution. We hâve

lim arctan x =  y , lim arctanx = —y
r -*• + oo jr-*- -  oo

The straight Unes i / = y  , y = — — are asymptotes (Fig. 302).
2. Asymptotes parallel to the axis of ordinates. To find the
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vertical asymptotes of a curve y = f ( x), it is necessary to 
find those values xlf x2, xs, . . .  of the argument x , where 
; (x) has an infinité limit (one-slded or two-sided). The straight 
Unes x = x lt x = x 2, x = x 3, . . .  will be the asymptotes. If 
f (x) does not hâve an infinité limit for any value of x, then 
there are no vertical asymptotes.

Example 3. Let us consider the curve y = l n x  (Fig. 303). 
The function ln x has an infinité limit on the right as x —>*0

/  lim l n x = — ooV The straight line x = 0  (axis of ordi- 
+ ° ;  

nates) serves as asymptote in the case of recession to infinity 
downwards.

Example 4. Find the vertical asymptotes of the curve

2xSolution. The function has an infinité limit as x —*2
and x —>-—2.

Hence the straight Unes

x = 2  and x =  — 2

(AB and A'B* in Fig. 304) are asymptotes. The straight line 
AB serves as asymptote to two branches, UV and KL. Along 
the first, the recession to infinity is upwards, along the second,
downwards fbecause lim —— =  4- oo and lim

V *-*-2 + 0 ■**“ 4 x-t-2-  o 4

=  — oo^ . Similarly for the straight line A'B'.
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Note that the straight line x =  0 serves as horizontal 
asymptote (for the branches UV and U'V') (cf. Item 1).

286. Flndlng Asymptotes Not Parallel 
to the Axis of OrdHiates 1}

To find the asymptotes of a curve y =  f(x) which are not 
parallel to the y-axis, it is necessary first to seek the
lim as x —► -}~00 and as x —►— oo. If there is no finite
limit in both cases, then there are no asymptotes.

But if lim —  =  c, then one must seek lim [f(x) — ex],
X -+  +  OO x  X -+  +  CO

If this limit is equal to d , then the straight line y = c x + d  
is an asymptote in the case of recession to infinity on the
right. Similarly, if lim ! ^ l= c '  and lim [f (x)—c'x \=d ',

x~* — co x X-*— ce
then the straight line y=c'x-}-d'  is an asymptote in the case 
of recession leftwards.

If the quantity f(x) — cx [or f (x)—c'x] has no finite limit 
as x —► +  »  [as x —►— oo], then there is no corresponding 
asymptote.

The expression / ( x )- (cx  + d) gives the vertical déviation LM 
(Fig. 305) ot the given curve from its asymptote A B , the équation of 
which is y=cx+d.

If, as x-*> + oo, this expression does not change the plus slgn from 
some instant onwards. then the point M approaches the asymptote A B  
from above (Fig. 305a), if the minus sign, then from below (Fig. 3055).

*) The method described here reveals, for example, horizontal 
asymptotes (if they exist). But if we are interested only in horizontal 
asymptotes , then it is simpler to use the method of Sec. 285, Item 1. 
The method given here does not reveal vertical  asymptotes.
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:f the slgn changes, then the point M oscillâtes about the asymptote 
<Fig. 305c).

The same goes for the asymptote y=c'x+d' .

Example 1. Find the asymptotes of the hyperbola

l
9 4 1 (i)

Solution. Eq. (1) is associated with two single-valued
functions:

! / = — V  x2—9 (2)
and

y = - l V * * - 9 0)

Consider the first (to it correspond the infinité branches AN 
and A 'K \  Fig. 306). We hâve

2
Consequently, the straight line y =  — x is an asymptote to 
the branch A N .

2   2
The expression y - ( e x  + d) = — > 0 : * - 9 - y  x  préserves the minus sign

as x-f + ao. Therefore the branch A N  approaches the asymptote from 
below.

Then we find

lim (y—c'x)=  Iim ( -  y rxi — 9 +  ?rx') = 0  (= d ')  
X-+-(X> X-*-— OD \ J 6 J

2
Thus, the straight line y = — j x  is an asymptote of the 
branch A'K'. 2   2

The expression — Vx*-9 + — x préserves the minus slgn as x - * - oo. 
Therefore. branch A'K* also approaches the asymptote from below.
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Investigating the function y =  —— Y x 2 — 9 inthis fashion 
(to it correspond the branches AK and A'N'), we find that 
the straight line y = — x is an asymptote to the branch AK,

2
and the straight line y =  j x is an asymptote to the 

branch A'N'.
Each of the branches A K ,  A 'N '  

anproaches its asymptote from 
above.

Example 2. Find ail the asy­
mptotes of the curve

The function f =  does no* hâve an infinité
limit for any value of x. Consequently, there are no asymp­
totes parallel to OY. To find asymptotes not parailel to OY, 
we first seek

lim
X-*- + ce

f (x) lim
X-*> + OD

ex ~e
ea+e lim

X-+ + 00
l - e ~ tx
l + e - * * =  1 (= c )

and then
lim lf ( x ) - c x \ =  lim lim ^ * ^ = 0  ( = d )

X - +  + 00 X -+  oo X - * -  + 00 ^

Consequently, the straight line y = x  is the asymptote of the 
right infinité branch. Computing the same limits as x — oo, 
we find c' = — 1, d '— 0, i.e. the left infinité branch has the 
asymptote y = — x (Fig. 307).

287. Construction of Graphs (Examples)

The graph of a function given by the formula y =  f(x) 
Is constructed by plotting points which are then connected 
by a smooth curve. However, if the points are taken hapha- 
zardly, one can easily make mistakes. n

** Thus. if we construct the graph of the lunction ^ = ~ ( x  + 2)* X
X ( x - 1 ) # (see Fig. 308 below) by plotting the points F, B, L, K 
(which correspond to the values of the argument —2.5, - 0 . 8 ,  0, 1.6), 
the graph wlfl be completely wrong on the segment F B .
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In order to draw the graph with extreme accuracy when 
only a few points are employed, it is useful first to déter­
mine its characteristic features. To do this, one has to:

1. Establish in what région the function f (x) is defined 
and whether it has any discontinuities. Take into account 
the sign of / (*) on the right and on the left for every infi­
nité discontinuity; we obtain the vertical asymptotes of the 
graph (Sec. 285).

2. Find the first and second dérivatives f' (*), /" (*), and 
also détermine whether there are any points where /' (x) or 
f" (x) is nonexistent.

3. Find ail extrema of the function f (*) (Secs. 278 and 
279); we obtain the highest points of crests and the lowest 
points of troughs.

4. Find ail points of inflection (Sec. 283) and the incli­
nation of the tangent line at these points.

5. Establish the existence of horizontal and inclined 
asymptotes (Sec. 286) if the nange of the argument is infinité.

It is useful to tabulate these findings as they are obtai- 
ned (see examples). Transferring them to a coordinate grid 
yields a general picture of the graph. A few intermediate 
points will suffice to yield a curve of sufficient accuracy.

Example I. Construct the graph of the function l)

I (X) =  ± ( X +  2)2 ( * - l ) 3

1. The function is defined and continuous every where, 
there are no vertical asymptotes.

2. We find
Z' ( x ) = t (x +  2) (x— \)2 (5* +  4),
T (*) =  (* — 1)(10*2+ 1 6 * +  1)

Both dérivatives are finite and exist at ail points.
3. To find extrema, solve the équation /'(jt)= 0 . We find 

the critical values
xx — — 2, Xj =  — 0.8, x3 =  l

Enter these values in the table and also enter the cor­
respond ing values of the function

/(* ,)  =  0, / ( * 2) « _ 4 . 2 0 ,  f(x3) =  0

An advisable procedure is to compile a table while reading the 
examples.
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Put zéros in the y ' column.
It is convenient here to use the second dérivative to exa­

mine for extrema, and so we postpone the investigation till 
Item 4.

4. To find the points of inflection, solve the équation 
f* (x) =  0, which yields the earlier found value jc3= 1  and, 
besides,

x4 =  — 1.5, xb =  — 0.07

Enter these values and also the corresponding values of the 
function and its first dérivative:

f (x4) =  -  2.0, f (xb) =  — 2.3, 
f'(x4) =  -  5.5, f '(xb) =  4.0

Put zéros in the y” column.

Fig. 308 Fig. 309

Détermine the sign of f" (x) prior to and after transition 
through each of the values

x = x 3, x =  x4, x = x h

and enter them in the appropriate places of the table. For 
example, in the third row of the y" column the entry — 0 -f  
signines that /" (x) changes sign from minus to plus as it 
passes through x =  x3 from left to right. Since the second 
dérivative changes sign at each of the points x3, x4, xb, we 
hâve an inflection at each of the three points.
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Now détermine the signs of f” (x) at the crit ical points 
x1 =  — 2 and x2 =  — 0.8:

n - 2 )  < 0 , /" (— 0.8) > 0
In the first row of the y" column put a minus sign, and in 
the second a plus sign. We hâve a maximum for x= X j  and 
a minimum for x = x 2.

5. There are no horizontal or inclined asymptotes because
lim — =  oo.X

In Fig. 308 we plot the points we hâve found (A , B, C, 
D, E) and indicate the directions of the tangents. Adding 
another three points, xQ =  — 2.5, x7 =  0 , *8= 1 . 5  (F, L, /C), 
we obtain a rather exact graph of the function.

Number 
of Poin t x y y ' y"

Extremum,
Inflection

Point
Labels

1 - 2 0 0 maxi mum A
2 - 0 . 8 - 4 . 2 0 + minimum B
3 1 0 0 - 0  + inflection C
4 -1  .5 - 2 . 0 - 5 . 5 - 0  + inflection D
5 - 0 . 0 7 - 2 . 3 4 .0 + 0 - inflection E
6 - 2 . 5 5 .4 26 F
7 0 - 2 4 L
8 1.5 0 . 8 5 K

Example 2. Construct the graph of the function y =  ~  (-*+ j y  .
1. The function is defined and is continuous everywhere 

except at x = — 1 where it has an infinité discontinuity. The 
function has a minus sign both on the right and on the left 
of the point of discontinuity (in the column y we write — oo). 
We obtain the asymptote x =  — 1. Both infinité branches are 
directed downwards (Fig. 309).

2. We find
y/   (X — 1 )* (x+  5) n   «n X ~ 1
y  2  U + l ) s  ’  y  ~  ( x + l ) 4

Both dérivatives exist at ail points except at the point of 
discontinuity.

3. The équation / ' (jc) =  0 has two roots:
x{ =  — 5, x2 =  1 

The corresponding values of y are
y i  —  —  6 . 7 5 ,  i / 2  =  0
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From the sign of /' {x) near the critical points (see table be- 
low) we see that there is a maximum at the point x =  — 5 
and there is no extremum at x = \ .

4. The équation y”(x )= 0  has a unique root x2= \ \  the 
sign of the second dérivative (see table) indicates an inflec­
tion there.

5. We seek inclined asymptotes; we hâve, as x ->+oo and 
as x -►— oo,

l imT = T -  n m ( y — T x )  =  ~ T

Hence, the straight line y =  -^-x— serves as asymptote 
for two infinité branches.

The right branch lies above the asymptote, the left below, since 
the expression préserves the plus sign as x -*  + tc and 288

the minus sign as x  qo. lncidentally, this is évident from the draw- 
ing too when the points C, D , E, F , K. L are labelled.

Number 
of Point x y y' y"

Extremum, 
Inflection, 

Discon t inui ties
Point
Labels

1 - 1 -  QO discontinuity
2 - 5 - G . 75 + 0 - maximum A
3 1 0 + 0 + - 0  + inflection B
4 - 9 - 7 . 8 1 C
5 - 3 - 8 . 0 0 D
6 - 0 . 5 - 6 . 7 5 Ë
7 0 - 0 . 5 0 F
8 3 0 .2 5 K
9 9 2 .5 6 L

2 8 8 . Solution of Equations. General Remarks

Algebraic équations of first and second degree are solved 
by the familiar formulas of algebra. For équations of third 
and fourth degree, the formulas are complicated, and the ge­
neral équation of the fifth degree or a higher degree is not 
solvable in terms of radicals. However, both algebraic and 
nonalgebraic équations can be solved to the required accu- 
racy if rough approximations are first found, which are then 
gradually refined.
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A rough solution may be found graphically by one of the 
iollowing methods.

First method. To solve an équation f (x) — 0 construct a 
graph of y =  f (x) (see Sec. 287) and read off the abscissas of 
those points where the graph intercepts the x-axis.

Example 1. Solve the équation x3—9x24-24x— 18=0.
Construct (Fig. 310) the graph of y = x 3—9x2-{-24x— 18; 

take the abscissas =  1.3, jc2 =  3, x3 =  4.7. Substitution will 
show that the second root is exact, the first and third are 
approximate.

Second method. The équation /(*) =  0 may be given in 
the form h  (x) =  f2 (x), where one of the functions f1 (x), f2 (x) 
is arbitrary. The arbitrariness is utilized so as to be able to 
construct the graphs of y = f x (x) and* y = f 2 (x) in as simple 
a manner as possible. Find the points of intersection of the 
graphs. Reading of! their abscissas, we get approximate values 
of the roots of the équation /(*) = 0 .

Example 2. Solve the équation 3x—cos x — 1 = 0 .
Give the équation in the following form:

3x— l= c o s  x
Construct, as shown in Fig. 311, the graphs of the functions 
y = 3 x — 1 and y = c o s x .  They intersect in one point. Taking 
the abscissa, we get the approximate root ^ = 0 .6 .

Secs. 289 to 291 indlcate three methods for reftning roots. They 
require tha t  the desired root x  be isolated, i.e._that some interval 
(a, b) (interval  of isolation) be known to contain x  and not to con- 
tain any other roots of the équat ion. The end-points a, b are them- 
selves approximate values of the root (in defect and in excess). They 
may be found graphically by one of the above-indicated methods. The 
smaller the interval (a, b), the bet ter.

Example S. Isola te the roots of the équat ion x * - 9 x * + 2 4 x -  18=0.
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From the graph (Fig. 310), if it is a rough sketch, we read off 
the interval of isolation (1, 1.5) for the least root. In a more exact 
construction we get a smaller interval,  say (1.2, 1.4). For the largest 
root we get the interval (4.6, 4.8). The root x= 3  does not need to be 
isolated since it is exact.

Note. There are spécial methods of solving algebraic équations. 
Lobachevsky’s method is worthy of particular mention: it permits , 
by means ot algebraic operations on the coefficients of the équation, 
finding ail roots, including imaginary ones, to any degree of accuracy.

Lobachevsky’s method does not require séparation of roots.

289. Solution of Equations. Method of Chords

Suppose a , function f (x) has opposite signs at the end- 
points of an interval (a, b) (Fig. 312). If f'(x) préserves 
sign in (a, b), then there is a unique root x of the equa-

Flg. 312 Fig. 313

tion / ( x ) = 0  within the interval [if f'(x) changes sign, then 
there is also a root, but it may not be the only one].

For the first approximation of the root x take the point 
x = x x where the chord AB (Fig. 313) intersects the x-axis:

xx =  a

or, what is the same, 2)

Xi= b -

\ b - a )  f  (fl) 
f ( b ) - f { a )

{ b - a ) f ( b )  
f ( b ) - f  (a)

(O

(2)

*) This means that on A B  the curve of the graph is everywhere 
up or everywhere down.

*) In symmetric forrn xt = ^  (a) * ïormulas i 1) and t2)
are computationally more convenient.
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Then compute f (xx) and take that one of the intervals 
(a, xx), (xlt b) ai the end-points of which f (x) has opposite 
signs [the interval (xlf b) in Fig. 313]. The required root 
lies in this interval. Applying a formula similar to (1), we 
get the second approximation x2. Continuing the process, we 
obtain a sequence xlt x2, . . . ;  the limit of this
sequence is the required root x.

The following is a practical procedure for determining 
the degree of approximation. Let it be required to obtain an 
accuracy up to 0.01. We then stop at the approximation xn 
which differs from the preceding one by less than 0.01. Inci- 
dentally, it may be (though this is highly improbable) that 
the accuracy will prove to be in defect. The guarantee will 
be complété if we are convinced that f (xn) and f (xn ±  0.01) 
hâve opposite signs.

Example. The function f ( x ) = x 3—2x2—4x—7 has oppo­
site signs at the end-points of the interval (3, 4):

/ (3) = —10 < 0, / (4 )= 9  > 0
The dérivative / ' ( x ) = 3 x 2—4x—4 préserves the plus sign 

over the interval (3f 4). Hence, within (3, 4) there is one 
root of the équation

x3—2x2— 4jc— 7 = 0
Let us find it to within 0.01. Formula (1) yields

y __q 1* ( - 10) __ o | 10 ~  3 53
Xl ~  6 9 - ( -  10) —d + 19 ~  J M

We now compute
/ (3.53) æ —2.05

Of the two intervals (3, 3.53) and (3.53, 4) we choose 
the second because the signs of f (x) are opposite at the end- 
points.

We find the second approximation:

xa=3 .53 0 . 47 - /  (3.53)  
f ( 4 ) - / (3.53)

3.53 0 . 47 - 2 . 05  
' 11.05 3.62

The value of
/ (3.62) =  — 0.24 

is négative, and so we take the interval (3.62, 4) and find
0 . 38 - 0 . 24*3 »  3.62

and
9.24

/ (3 .6 3 )= -0 .0 4

=3.63



396 HIGHER MATHEMATICS

As the computation proceeds we should expect that x4 will 
differ from x3 by less than 0.01 and that x3 yields the desi- 
red approximation. Since to obtain a complété guarantee, we 
will compute f (3.64) anyway, we will not détermine x4 and 
straight off find

The signs of f (3.63) and /  (3.64) are opposite, and so x3 
is the desired approximation.

Note. Thé method of chords, like ail methods of successive 
approximation.; “does not fear errors”. an error in an intermediate 
computation wjll automatically be rectified in the next step. But the 
final computatioYi must  be carried out with extreme care. To avoid 
errors in rounding off operations, it 1s useful to retain extra digits.

290. Solution of Equations. Method of Tangents

At the end-points of the interval (a, b) let a function f (x) 
hâve opposite signs (Figs. 314 and 315), and let the dériva­
tives /' (x)t f” (*) preserve sign in the interval (a, b) . l) To

find the root x which lies inside the interval (a , b) (Sec. 289), 
do as follows.

At the end of the arc AB where the signs of f (x) and 
/*(*) are the same, * 2> draw a tangent (BK in Fig. 314, AL 
in Fig. 315). For the first approximation of the desired root,

’) That is, on segment AB  the curve of the graph is always up or 
always down and everywhere concave up or concave down.

2) At the upper end ii A B  is concave up, and the lower end if AB  
is concave down.

/ (3.64) =  0.17

A

Fig. 314 Fig. 315



D IFFE R E N T!A L  CALCULUS 397

Like the point x =  x[ where the tangent crosses the x-axfs.
li the tangent is taken at the point x = b ,  then

x [ = b f (b) 
f ' (b ) (O

but if it is taken at x=a>  then

X\ = a - f (a)
r  uo (2)

In both cases the second approximation is found by the formula

r ( *  i)
X 2 — * 1  -

r  (
(3)

Continuing the process we find, in 
succession, xlt x2t x'3t. ..  (Fig. 316).
The sequence has as its limit the req- 
uired rootx. The degree of approxima­
tion may be determined in the same 
way as in the method of chords.

Note /. If a tangent is drawn 
at the end of the arc where / (jc) and 
f” (x) hâve opposite signs, then xx may go beyond the 
interval (a, b) and thus worsen the approximations (Fig. 317a).

Note 2. If f” (x) changes sign in (a, b), then the tangents 
at both ends of the arc can cross the x-axis outside the inter- 
val (Fig. 3176).

Example. Compute to within 0.01 the root of the équation 
/ (x )=xs—2x2 — 4x—7 = 0  

which lies (see Example, Sec. 289) in the interval (3, 4).
M The labels x v  jc2, . . .  are used to dlstingulsh approximations 

obtained by the method of tangents from the approximations 
x t , *2, . . .  obtained by the method of chords.
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Solution. We hâve
/ (3) =  — 10, /  (4)=9,

/' (x)= 3x2 — 4x— 4, f" (x) =  6x—4

Both dérivatives preserve the plus sign in the interval 
(3, 4). And so we take that end of the interval where / (x) > 0, 
i.e. b = 4. From formula (1) we find the first approximation:

Then we find
*i =  4

f  ( 4 )  
/ '  ( 4 )

4 _9_
28 3.68

/ (3.68)= 1.03, /'(3.68) =  21.9

and from forfhula (3) we obtain the second approximation:

x i= 3 .6 8  — = 3-68 — 0.047 =  3.633 (in excess)

Subséquent approximations will be less and less, but as 
we proceed in the computations it may be foreseen that 
further refinements of the root will not affect the hundreds 
digit. We therefore confine our computations to /  (3.633) and 
f (3.630). This yields

f (3.633) =  0.020, f (3.630) =  — 0.042 

so that (to an accuracy three times that required) x =  3.63.

291. Comblned Chord and Tangent Method

Carrying out the conditions of Sec. 290, we see that the 
approximations of xn (by the method of chords) and the 

approximations of xn (by the method
of tangents) approach the root x from 
opposite directions (the former from 
the direction of concavity, the latter 
from the direction of convexity of the 
graph; see_Fig. 318). A joint applica­
tion of the two methods yields, at 
once, excessive and defective appro­
ximations, and the degree of accuracy 
estimated directly.

Let a be that end of the interval 
(a, b) where the signs of l  (x) andF i g .  3 1 8
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f" (x) are the same. Then by formulas (1), Sec. 289, and (2), 
Sec. 290, we find 1}

(b - g ) f (a) 
f i b ) - f ( a )

f(a)
X\ —a f' (i)

The required root lies between x1 and xx. Here /  (*i) has 
the same sign as fn (xi) (see Fig. 318). Hence we can again 
use formulas (1) of this section by 
substituting xx for a and xx for b.
This yields the second approxima­
tions:

*2=*i“
f U i ) - f  ( x[ )

f ( xî)*2= *i 'x
f ( x l )

Use the same formulas for com­
puting x3, substituting in them x2 
for xY and x2 for xx and so on.
Continuing this process we find x 
to the desired degree of accuracy.

Example. Solve the équation 2x =4x.
By the second method of Sec. 288, we construct the graphs 

of y = 2 x and y — 4x (Fig. 319). Besides point A, which 
yields the exact root x = 4 ,  we obtain only one point B of 
intersection. Its abscissa x lies between a = 0 and 6= 0 .5 . 

Compute x to within 0.0001. We hâve

/ (x) =  2* — 4x, f'(x) =  2x ln2 — 4, /'(*) =  2x lna2, / (0) =  1. 
f  (0.5) =  -0 .5 8 6

In the interval (0, 0.5) the first dérivative préserves the 
minus sign, 2) the second dérivative, the plus sign. To com­
pute *!, take the end-point a =  0 because the signs of f (x)

l ) For the  case when the signs of f (x ) and f" (x) are the  same a t 
the end -po in t  b, the second formula is replaced by  the formula

X'l= b -U *L .
1 r  «>)

*) From the figure it is clear th a t  in the  in te rva l  (0, 0.5) the 
in c l ina t ion  of y = 2® is less than  th a t  of the  graph y =4 x .
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and ln (jt) there are the same. We find
(b-a) / ( a )  0 . 5 1  , .

1 7 U » -/(0) =ÔT86T7 ~  °-316 <"* eXCeSS>
» f (a) i 1

X x ~ a ~ T T â ) = z ' ~  in 2 —4 =  0.69315-4 ~  0302 (in defecl)

Using five-place tables of logarithms, we obtain

f (0.302) =  0.0249, /' (0.302)=—3.14544, 
f (0.316)=—0.0191

This yields the second approximations:

je,=0. 302— y ° 0-3”  +  0 0079=  0 30"
(in excess)

x[ = 0 .3 0 2 — ^ ^ - = 0 . 3 0 2  +  0.0079=0.3099 (in defect)

Thej-equired root x lies in the interval ( x2t x2) and the- 
refore x=0.3099 at least to within 0 .5-10“ 4. Actually the 
accuracy is still greater (using seven-place tables of logarithms, 
we obtain, for the same values of xu xlt the following boun- 
daries of x: 0.30990 and 0.30991).
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29 2 . Introductory Remarks

1. Historical background. The integra! calculus developed 
out of the need to créa te a general method for finding areas, 
volumes, and centres of gravity.

In embryo, a method of this sort was employed by Arçhi- 
medes. However, only in the 17th century was the method 
systematized in the works of Cava- 
lieri, Torricelli,x> Fermât, Pascal 
and other scholars. In 1659 Barrow 2> 
established a connection between the 
problem of finding an area and that 
of finding a tangent. In the seven- 
ties of the 17th century, Newton 
and Leibniz abstracted this rela- 
tionship from the above-mentioned 
particular geometrical problems, 
thus establishing the relationship 
between intégral and differential 
calculus (see Item 3 below).

This relationship was utilized by Newton, Leibniz and 
their pupils to develop the techniques of intégration. In the 
main, the methods of intégration reached their présent state 
in the works oi L. Euler. Refinements were introduced in the 
works of M. V Ostrogradsky l * 3) and P. L. Chebyshev. 4)

2. The concept of the intégral. Let a curve MN (Fig. 320) 
be described by the équation

y=l(x)
and let it be necessary to find the area F of the curvilinear 
trapezoid aABb.

Divide the segment ab into n parts axly xxx2, . . . ,  xn- xb 
(equal or unequal) and construct the step-like figure shown

l ) B onaven tura  Cavalieri  (1591-1647) and Evangel is ta  Torricelli 
(1608-1647),  I ta l ian  scholars, pupi ls  of Galileo.

*) Isaac Barrow (1630-1677).  English m a th e m a t ic i an ,  pupil  of 
Newton.

•) M. V. Ostrogradsky (1801-1861),  celebrated  Russian  mathe-  
m a t lc lan .

4) P L. Chebyshev (1821-1894),  great R uss ian  m a th em at ic ian .  
t ra il  blazer )n m any  fields of science.
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hatched in Fig. 320. Its area is equal to

Fn=y<>(xi—a ) + ÿ i +  +yn-i(b— (i)

If we introduce the notations
xl —a = d x 0, Xî—x ^ d X i ..........6—* *n_ l = d x „ _ , (2)

then formula (1) becomes
F n = y ^ x »  + !/i dATj 1 , (3)

The required area is the limit of the sum (3) as n go es to 
infinity. For this limit, Leibniz introduced the symbol

\ y d  x (4)

where J is the initial letter of the word “summa” (or sum)
and the expression ydx  indicates the typical form of the 
individual terms.1)

Leibniz called the expression  ̂ y dx the intégral (from the
Latin integralis, or whole).2)

Fourier 3) refined the notation of Leibniz and gave it the 
form

b
5 ydx  (5)
a

where the initial and terminal values of x are shown.
3. Relationship between intégration and différentiation.

Let us consider a a constant and o a variable. Accordingly, 
we change b to x. Then the intégral

X

J f(x)dx
a

which is the area aABb for a fixed ordinate aA and a moving 
ordinate bB, will be a function of x. It appears that the

*) The concept of a l im i t  had not  vet c rys ta l lized ,  and Leibniz  
spoke of the  sum of an infinité num ber  of terms.

*) This  nam e was suggested by John Bernoulli , one of Leibniz*

Eupils , in order to be able  to d is tingu ish  the “sum of an infinité  num- 
er of te rm s” from an o rd ina ry  sum.

V Fourier , J. B. J. (1768-1830),  French m a th e m a t ic i an  and 
physlc ist ,  the  founder of the m a them at ica l  theory  of heat .
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differential of tbis function is equal lo f (x )d x \ l)
X

f (x )d x = f  (* jd *  (6)
a

4. Principal problem of intégral calculus. Thus, the éva­
luation of the intégral (5) reduces to finding the function 
from the given expression of its differential. The fundamen- 
tal task of intégral calculus is to find this function.

293. Antlderlvatlve

Définition. Let a function f (x) be the dérivative of a 
function F (x), that is, f (x) dx is the differential of the func­
tion F (x):

f (x) dx =  dF (x)
Then the function F (x) is called the antiderivative (primi­
tive) of the function f (x).

Example 1. The function 3x2 is the dérivative of x3,
i.e. 3x2 dx is the differential of the function x3:

3x2 d x = d  (x3)
By définition, the function x3 is the antiderivative of the 
function 3x2.

Example 2. The expression 3x2 dx is the differential of 
the function x3 +  7:

3x2 d x = d  (*3 +  7)
Hence the function x3 +  7 (like the function x3 too) is an 
antiderivative of the functions 3x2.

Any continuous function f (x) has an infinity of antide- 
rivatives. If F (x) is one of them, then any other one may 
be given by the expression F (*) +  C, 
where C is an arbitrary constant.

Example 3. The function 3x2 has an 
infinité number of antiderivatives. One 
of them (see Example 1) is x3 any

l) This is évident irom Fig. 321. The 
incrément A F  of the area a A B o  is the area 
b B C c ,  which may be represented in the 
form of a sum of the area b B D c +  the area 
B D C .  Here, the first term is equal Fig. 321

to b B * b c = f  (x) A x ,  and the second is of higher order than A x  (It is 
less than area B D C K  =  A x - A y ) .  Hence, (Sec. 228), f  (x)  A x  is the 
differential of the area F.
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other one is given by the expression jt3 +  C, where C is a 
constant. For C =  7 we get the antiderivative x*-\-7 (Exam­
ple 2), for C = 0 we again hâve the antiderivative x3.

txample 4. Une ot the antiderivative lunctions of 3x2 is 
xs + 7 . Any other one is given by the expression x3-f-7 +  C. 
For C = —7, we obtain the antiderivative x3.

Caution. Any antiderivative of the function 3x2 may be 
represented either in the form x*-\-C or x3 +  7-|-C.  But these 
expressions cannot be equated because the constants C are 
not the same. For example, the first expression yields the 
antiderivative x3- f l0  for C =10, whereas the second yields 
it for C = 3 .

If, contrary to this warning, we equate x3-f-C and 
jc3-f-7 +  C, we obtain the absurd equality 0 =  7. However, 
we can write

x®+C =  x*+ 7 +  C,

where C and Cj are constants. They are connected by the 
relation

C =  Cx +  7

294. Indefinite Intégral

The indemnité intégral of a given expression f (x)dx  [or 
of a given function f (x)] is the most general form of its 
antiderivative.

The indefinite intégral of the expression f (x)dx  is de- 
noted by

J f (x) dx

A constant term is implied here.
The origin of the symbol J and the name “intégral” is

explained in Sec. 292, Items 2 and 3. The word “inde­
finite” stresses the fact that an arbitrary constant enters into 
the general expression of the antiderivative.1}

The expression f (x) dx is called the integrand expression, 
the function f (x) is called the integrand (integrand func­
tioni), the variable x is the variable of intégration. Finding

*) In contrast to the indefinite intégral, the limit of the sum 
y t  d x 0 + y t d x t +  . . .+yn- \ d x n _ x (Sec. 292, Item 2) is called the de- 
finite intégral. The indefinite intégral is a f u n c t i o n .  The definite 
Intégral is a n u m b e r .
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the indéfini te intégral of a given function is called intégra­
tion.l)

Example 1. The most general form of the antiderivative 
of the expression 2xdx  is x2 +  C. This function is the inde-
finite intégral of the expression 2xdx:

J 2x d x = x 2 +  C 0 )
We can also write

\  2 x d x = x 2 — 5 +  Cx (2)

The différence in the désignations of the constants (C and Cj) 
emphasizes that they are not the same ( C = C X—5; cf. 
Cec. 293, Caution).

Example 2. Find the indefinite intégral of the expression 
cos xdx.

Solution. The function cos x is the dérivative of sin x. 
Therefore

J cosxdx =  sin x + C  

Example 3. Find the indefinite intégral of the expres-

Solution. The function -j- is discontinuous at x =  0. We

will first consider the positive values of x. Since d ln x = - £  . 
it follows that

$ ^  =  ln * + C  (3)

Since d \n3x  =  — , we can write
X

J f - = l n 3 x + C 1 (4)

The constants C and Cx are connected by the relation 
C =  \n3 +  C1 

Similarly, we can write

$ f  =  ln T  +  C* (5)
etc. The function ln x is not defined for négative values 
of x, and formulas (3), (4) and (5) are unsuitable. On the

l> Finding the definite intégral is also termed intégration.
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other hand, the function ln (—x) is defined: its differential 
is also equal to ^  . Now we hâve

5 £ = l n ( - * )  +  C (6)
and, similarly,

J - = l n  ( - 2 J Q + C *  $ f  =  ln ( - { )  + C ,

and so forth. Formulas (3) and (6) may be combined:

$ £ = l n | * | + C  (7)
Formula (7) is suitable for any values of x except x =  0 
(cf. Sec. 295, Example 3).

295. Geometrlcal Interprétation of Intégration

Let f (x) be a given continuous function, and F (x) one of 
its antiderivatives. If we construct a graph PQ of the func­
tion y =  F (x) (Fig. 322), the slope of the tangent MT  will 
be expressed by the given function f (x).

Let Fi (x) be another antiderivative of the same function 
f (x). Then the slopes of the tangents MT and MXTX (the 
points of tangency M, Mx hâve the same abscissa x) are the 
same, i.e. MT  is parallel to MXTX.

The graph of the antiderivative F (x) is called the intég­
ral curve of the function f (x) [or of the équation dy =  f (x)dx\. 
The tangents to the two intégral curves at the appropriate 
points are parallel. At the same time, the two intégral cur­
ves are separated (vertically) by a constant distance C (MMX 
in Fig. 322) so that it is easy to construct other intégral 
curves if we hâve one intégral curve.

Through each point there passes a unique intégral curve.
Intégral curves are constructed (in approximate fashion) 

as follows. Through a number of points (see, for example, 
Fig. 323) densely populating some portion of a plane, draw 
short segments (or arrows) indicating the directions of the 
tangent Tines.

This gives us a “direction field” (or tangent field). Then 
draw freehand a smooth curve so that it touches the arrows 
at a number of points. The resuit is one intégral curve. 
Others can be constructed in the same fashion.
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Example 1. Find the intégral curves of the équation 

dy =  dx

In this example, the function f (x) is the constant 1. The 
slope of ail arrows is equal to unity, i.e. the inclination of

K

/

/  /

/
/  x
' y  y

/  /  A
/  /

/  / n / '
/  /  
/  /

V

Fig. 322 Fig. 323

the tangent line is everywhere equal to 45°. The intégral 
curves (Fig. 323) are parallel straight lines. The équation of

each one of them is y =   ̂dx, i.e. y = x  +  C. The quantity C,
which is constant for each curve, 
varies from one straight line to 
another.

Example 2. Find the intégral 

curves of the function y  x (  ^ at

is, of the équation dy =  ̂ ~ xdx^j .
In Fig. 324, along the y-axis 

(x= 0) take horizontal arrows
along theordinate x =  1

take arrows with slope - i - x = —

etc. Drawing the intégral curves freehand, we obtain “parallel” 
parabolas ^y =  x dx =  - f  x2+  c'j  .

Example 3. Fig. 325 depicts the intégral curves of the 
function - i - . Not one of them crosses the y-axis since for
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x =  0 the antiderivatives are not defined ^the function -L

is discontinuous at x = 0 ^ . For this reason, only those in­
tegra! curves are équidistant from one another which lie on 
one side of the axis of ordinates. Those on the right are 
described by the équation y =  \nx-\-C, on the left, by the

■y=lnf-æ/+#^

y=\n(-x)~t/2 
ÿ -

• y=lnx + % 
—!/=lnx+% 

- y=lnx-%

X

FIr. 325

équation y =  \n (—x)-|-C. The indefinite intégral J ~  >s 
expressed (for ail x, except x =  0) by the formula

$ T = " " * ' + C
Note. A different geometrical interprétation of intégration 

is obtained if we draw the graph KL (Fig. 326) of the given 
function f (x). Let the arc KL lie enti- 
rely above the x-axis. Draw two ordi­
nates aA and mM. Consider the left- 
hand ordinate a A as fixed and the 
right-hand one mM as moving. The 
area aAMm will be one of the anti­
derivatives of the function /  (x) of the 
argument x=O m  (cf. Sec. 292, Item 2). 
Talcing, in place of aAt the fixed 
ordinate bB, we obtain another anti- 

derivative, the area bBMm. These two antiderivatives differ 
by the constant quantity C=area aABb.
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296. Computing the Intégration Constant 
from Initial Data

Of the multitude of antiderivatives of a given function 
f (x), only one can assume the given value b for a given va­
lue of the argument x = a .  If the indefinite intégral

$ f ( x ) d x = F ( x ) + C

is known, then the corresponding value of the constant C is 
found from the relation

b =  F(a) +  C
Example 1. Find that antiderivative of the function 

Y x  which assumes the value 3 when * =  2.
Solution. We hâve

5 Y x d x = T * * + C  O
We find the constant C from the relation 3 = — -22-|-C. It
is C =  2. Substituting into (1) we obtain the desired antide­
rivative function

y = T * * + 2 (2)
Geometrically the problem may be formulated as follows: to
find the intégral curve of the function — jc which passes
through the point (2, 3). The required curve is a parabola 
(Fig. 324).

Example 2. Find that antiderivative of the function 
— which assumes the value 4- for x =  — 1.K 2

Solution. For négative x, the indefinite intégral of the 
function -j- (Sec. 294, Example 3) is of the form

J — =  ln (—*) +  C (3)
It is given that

Y  =  ln 1 -\-C (4)
whence

C = - L  
C 2

The required function in ln ( ~ . v ) ■ T° it corresponds 
the intégral curve PQ in Fig. 325.
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297. Propertles of the Indefinlte Intégral

1. The sign of the differential in front of the sign of the 
intégral cancels the latter:

d ^ f ( x ) d x = f ( x ) d x  (!)

(by the définition of the indéfini te intégral).
To put it otherwise: the dérivative of an indefinite intég­

ral is equal to the integrand:

- \ f ( x )  dx =  i(x) (2)

Example.

d J 2 x d x = d  (*2 +  C) =  2xdxt (la)

±  [ 2x dx=2 x  
dx  J

2. The sign of the intégral in front of the sign of the 
differential cancels the latter, but introduces an arbitrary 
additive constant.

Example.

J dsin * = s in  x-j-C (3)

3. A constant factor may be taken outside the sign of the 
intégral:

^ a f ( x ) d x = a ^ f  (x) dx (4)

Example.

J 6 x d x = 6  § x d x = 6 ( ÿ  * * + c )  =3** +  6C = 3**+ C , 

where Cx =  6C.
4. The intégral of an algebraic sum is equal to the sum 

of the intégrais of the summands. For three summands:

5 l/i ( x ) + h  (x) — f3 (*)| d x =  J /, {x) d x +

+  5 /? (x)dx— J f3 (x)dx 

Similarly ior any other (fixed) nuinber o! terms.

(5)
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Example.

J (5jc2 — 2x +  4) dx =   ̂ 5x2 dx —  ̂ 2x dx +  J 4 dx =s 

=  ( t * 3 + C 1) - ( ^  +  C2) +  (4x+C ,) =

=  — a:3—x2- f - +  C
where

C = C X—C2 +  C3

Note. There is no need, in intermediate computations, to 
write out the constant term for every intégral. It suffices to 
adjoin it after ail intégrations hâve been performed.

298. Table of Intégrais

If inverted, every formula of différentiation becomes a 
corresponding formula ol intégration. Thus, from the formula

d l n ( t + V * + * ) = ÿ =  ( 1 )
we obtain the formula1’

$ = ln  (* +  "^û2-r*2) +  c' (2)

Of the following ten formulas the first nine are obtained by 
inverting the basic formulas of différentiation; the tenth co- 
incides with (2). Its dérivation is given in Example 1, 
Sec. 312.

l . \ ) xn dx=^~ÿ-  +  C ( n £  — 1)

II. =  | x | +  C 21

III. J e* dx =e *  +  C 

Ilia. J ax d x = ^ + C

l ) The quanti ty  x+ V a* + x* is positive for any x  and, for th lsrea -  
son, in (2) we do not write ln | x+ Va* + x* |.

*> Cf. Sec. 294, Example 3.
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IV.  ̂ sin x dx —■ —  cos x +  C

V. J eus x dx =  sin x -J- C

VI. 5 ^ 7  =  — cot* +  C

VII. $ ^ b = tan* + c

VIII. r dx ,S ~ arcs,n* + c

v  V illa. C dx x  _
V u — * - arCS,n < + C

IX.
P dx
\ y +7* =  arctan x-\-C

IXa. Ç dx 1 x 
) a> + x « =  <. arctan a +

X. S v , . ±a. Inlx + ^

These formulas should be memorized (in each of the three 
pairs of formulas IIlt VIII, IX, only one need be remembe- 
red, the one labelled “a”).

In formula IXa, unlike V il la ,  the arc sign is preceded by the 
factor - i-  . Thls is connected with the dimensions of the expression

f X— : In the  numerator,  dx Is the hrst power, in the denominator a***1
we hâve second powers in a and x. The dimensionality is equal to 
- 1 ;  the right-hand side has the same dimensionality because of the
factor — . a

In formula V il la  the expression ■ ■ ■ —  is of zéro dimensionali-W -x *
ty, like the right-hand side.

Note / .  Formulas 1 to X are best learnt graduaUy, as 
they occur in exercises. It is useful also to know flve more 
formulas. 11

XI. J tan x d x =  — ln | cos x |+ C

*> Like the formulas given in the Appendix, pp. 846-853 they 
are ali derlved from formulas I-X in accord with the rules given in 
Secs. 300 -  302.
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XII.  ̂ cot x d x =  In | sin x |- fC

XIII. S ^ Li = , n| t a n f | + C

XIV. S ^ = l n | t a n ( ^ + - ^ ) |  +  C

XV. 5 Æ  =  è » n | ^ |  +  C
Note 2. The intégrais XIII  and XIV can also be expressed as fol-

lows:
X ll la .  f  -4^—=\n  I esc jc-cot x | + C Jsm x

XlVa. f  - ^ -  = ln | sec x - t a n  x | + C J  cos* '

In this latter form. it 1s easier to see their mutual relationship, but 
for calculations they are not so convenient as those given earlier.

299. Direct Intégration

Taking advantage of Properties 3 and 4, Sec. 297, it is 
possible in a number of cases to reduce intégration to the 
tabular formulas of Sec. 298.

Example 1.

J (3 Y  x — 4*) dx = 3  J x * dx— 4  ̂xdx =
a i

=  3 J L - L —4 Ç + C  =  2x V x —2x* + C
T

In the first transformation we employed the properties of 
Sec. 297, in the second, the standard (tabular) formula 1. 
The constant C appears when the integra! signs are removed. 

Example 2.

J (2 sin / —3 cos t ) d t =  2 J sin t dt —3  ̂ cos t dt =

=  —2 cos t —3 sin / +  C
(using formulas IV and V).

Example 3.

S sin* <p+1 , (* . . , Ç dtp t ^
' Sin»» d<P=^ Sin<pd(p+^ sïnr v =  cos <p—cot <p +  C

(using formulas IV and VI).
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Example 4.

J (.x2 +  l)4 x*dx —  ̂ (jc11 +  4x® +  6x7-f  4x5 +  x3) dx =  

=  4 * * ^  |-*>» +  4 * 8 +  t jc* + T jc* +  C

300. Intégration by Substitution 
(Change of Variable)

In place of x we can introduce into the integrand expres­
sion f(x)ûbc an auxiliary variable z connected with x by a 
certain relation.X) Let the transformed expression be f1(z)dz\2)
then  ̂ / (x) dx =  J ft (z) dz. If the intégral J fx (z) dz is of
tabular form or reduces to such more easily than the origi­
nal one, then the transformation achieves its aim.

There is no general answer to the question of how to 
choose a good substitution (cf. Sec. 309); rules for important 
particular cases are given below in connection with examples.

Example 1. J Y 2x— 1 dx.
No suitable tabular intégral is available, but by formula I

it is possible to compute the intégral J Y x d x % which is
similar to the given one. So let us introduce an auxiliary 
variable z connected with x by the relation

2x— l = z  (1)

Differentiating (1), we get
2 dx — dz (2)

The expression under the intégral sign Y 2x— 1 dx is 
transformed to / z  y  by means of (1) and (2), and we get

^  Y  2 x  —  1 d x  =  J  Y  z y  — ~ y  '  ~~3— H  C—4 "2 / f  +  ^  P )
T

M It is assumed that the function x = <p(z) which expresses this re­
lation has a continuous dérivative.

>) We hâve f x {z)dz=f  [<p (z)J <p'(z)d2.
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Retuming to the variable x, we obtain

J V 2 x ^ î d x  =  -s-(2x— 1 )s/a + C

Checking by différentiation, we get

d [ t (2' - ,)#/’ + c] =T ' T (2x“ 1)l/,rf(2x“ l)=^ 2̂ :rT rfj'

Here, the function 2 j c - 1  is again used as an  auxiliary function 
(cf. Sec. 237).

Note î.  In simple cases there is no need to introduce a 
new letter. In Example 1, for instance, where we took the 
auxiliary function 2x— 1, we see by inspection that its diffe- 
rential is d(2x— 1) =  2dx. Introduce the factor 2 in the exp­
ression under the intégral sign. To compensate, put -i- in 
front of the intégral sign. We thus hâve

-  f V 2 Ï = Ï 2  d x = ± -  {  ( 2 ^ - l ) 1 /id ( 2 ^ - l ) = 4 - -T31)3/2+C

Rule 1. If the integrand (as in Example 1) is of the form 
f (ax-\-b)% the substitution ax +  6 = z  may prove useful

Example 2. J — p ■
Introducing the auxiliary function 8—3x — z, we find 

djc= — -y- and

f  dx _  [ & =  1 î ç  =  1 | Ç
J  ( 8 - 3 * ) *  J  32* 32 ‘ 3 ( 8 - 3x) *

Example 3. $ .
We take 6x—7 as the auxiliary function. Without intro­

ducing a literal notation for it (see Note 1), we find (by 
means of II)

f  dx 1 f  6dx 1 f d ( 6 * - 7 ) _  1 „
J  6 x — 7 6 J  6 x — 7 6 J 6 x - 7  ~  6 , n  I 7 I +  C

Example 4. J e*x dx (auxiliary function 3jc) .

J e3* d x = Y  J e3jca(3x:) =  4 e 3jc+ C
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Example 5.

S c o s ± f id x = 3 $  c o s ^ d ( ^ )  =  3 s in ± i i + C

Rule 2. Let the expression under the intégral sign be 
split up into two factors and let it be easy to recognize in 
one of them the differential of some function <p (x). It may 
happen that after the substitution <p(x) =  z the second factor 
becomes a function of z that we are able to integrate. Then 
the substitution will be useful.

Example 6. $ ~

Break up the integrand expression into factors and
2xdx. The factor 2xdx  is the differential of the function 
\~{-x2 in the denominator of the other factor. After the sub­
stitution 1-fjt2 =  z, the factor will take the form - j - .
We can integrate this function. The computation may be 
performed as follows:

Note 2. The external similarity of this integra! to the 
standard form J in the table of intégrais is deceiving.
The presence of the factor 2x in the numerator changes the 
form of the antiderivative essentially.

Example 7. J sin xcos3x dx.
Split the integrand expression into the factors cos3x and 

sin x d x = —d cosx. The substitution cosx =  z transforms 
cos3 x into the function z3, which we can integrate. The com­
putation is performed as follows:

J sin x cos3x d x =  — J cos3x d c o s x =  — co* ■ * +  C

Example 8. $
The similarity to the standard intégral V illa is deceiving. 

introduce the auxiliary function a2—x2= z .  We then hâve
—2xdx =  dz, i.e. x d x = —^  The intégral takes the form

S - 7 F r  =  - ^ + c
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The computation is performed as follows:
x dx   1 f  -  2x dx   1 r* d (a2- x 2)  

V a 2- x2 ~ ~  2 J V a 2 - x2 2 J V a 2- x 2

Example 9. f 5* dx .J Va* -  x4

The auxiliary function x2 is introduced to yield 
Sx dx 5 r 2x dx 5 f* d (x2) 5 . x2 , *

V a*- x*~~  2 J Va*- x*~~  2 )  V{a2)2- ( x 2)2 ~~ 2 a fC Sina2~l~

Example 10. J lL _£ if==  ̂ \n2x d  ln x =  -̂ - ln3 x + C .

It is not always easy to distinguish a good substitution 
from an unlucky one. This is seen from Examples 11 and 12.

Example 11. J (x2+ l  )4 x3dx.

Here the substitution x2+ l = z  is good. The integrand 
expression is broken up into the factors x d x = - —dz and 
(x * + l)4x2= z 4 (z— 1). This yields

J (x2 + 1 )4 x3 dx J z4 (z— 1) dz = - -  Ç zB dz — l-  J z4 d z=

= n ( ^  +  i)*— ^ ( ^ + i ) 6+ c

(cf. Example 4, Sec. 299, where the same intégral was found 
without substitution).

Example 12. J (x2+ l ) 4 x2 dx.

Here, the substitution x2+ l = z  is not good. It yields an 

intégral, 4 " S z4^ z— ^ z* w^ich is more involved than the 
original one. The given intégral is best evaluated directly, 
as in Example 4, Sec. 299. This yields jj xn  +  - -̂jc9 + -~ x 7 -f-

+  t *6 + t *3+ c -
Example 13.  ̂ ( | + x, f Xrclan x =  ln | arc tan x | +  C (the auxi- 

liary function is arctan x).
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S  y 1dy 1
y j z ÿ ~~~if arcsin y3 +  C (the auxiliarv

function is y3).
Example 15. Ç u du = — L Y \ —ua +  C (the auxiliary

J K 1 -  II* ^
function is 1 — u4).

Example 16.  ̂ js^pr-x d x = \ n  (ex +  e~x)-\-C (the auxiliary
function is ex +  e~x).

Example 17. $ s* ** =  3 J , ,  'x + C  (the auxiliary function 
is cos x).

Example 18. J 9t"os*^* =  tan4x -f C ^the auxiliary func-

3 0 1 . Intégration by P arts

Any expression under the intégral sign may be represented 
in infinitely many ways in the form udv  (u and v are func- 
tions of the variable of intégration).

Intégration by parts is the réduction of a given intégral
 ̂ udv to the intégral J vdu by means of the formula

This device suits the purpose if \ v d u  is evaluated more

easily than J u dv (Examples 1 to 4) or if one of these in­
tégrais can be expressed in terms of the other (Example 5).

We represent the integrand in the form x (ex d x ) =x  dex. 
Here the rôle of u is played by x, the rôle of u, by the 
function ex. Using formula (1) we hâve

tion is tanx; the integrand expression is

( 1)

Example



INTEGRAL CALCULUS 4 1 9

The intégral j ex dx is standard (of tabular form). The 

computation is performed as iollows:

J exx d x =   ̂ xdex = x e x — J ex d x = x e x —ex -\-C

Note 1. If the integrand is given in the form exd ^4~*2)  »

i.e. if we take u = e x, u =  x2, then by formula (1) we get

The intégral J is no easier than the original one.

The expression exx dx may be given in the form u dv in an innnity 
of ways by taking an arbitrary function for v. Thus, if we take v=x*.
then dv=4x* dx Then ë*x d x = —- ; (4x* dx) or u = ——m . But formula (1) 4x* 4jc* ' '
again leads to an intégral ^which is more complicated than the origi- 
nal one.

Before integrating by parts it is necessary first to make 
a guess as to what the choice of the function v will yield.

Example 2. J x ln x dx.
Here it is well to represent the integrand function in the

form ln x d  ( y j t 1 )  . Formula (1) (for u =  \nx t i / = y * a)  
yields

J \nxd  (4" x*) =  lnjc ’Y X t d\nx=z

The intégral J T jc2T = T  x is e9ua* *° 4"** +  ̂  so 
that

$ jclnjc dx=-^- x2 ln jc— ~ x2 +  C 

Example 3. J jc sin jc dx.
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We hâve

J x sin x d x =   ̂ x d (— cos x) =  —x cos x — J (— cos x ) d x =  

=  —x cos x-f-sin x + C

Example 4. J x2 cos x dx.
We hâve

J x2 cos x d x =  J x2 d sin x = x 2 sin x —2 J x sin x dx

To the\integral obtained we again apply intégration by 
parts (see Èxample 3). This finally yields

J x2cos x d x = x 2 sinx +  2x cosx— 2 s in x + C

Example 5. J ex cos x dx.
Represent the integrand as exd sinx:

J ex cos x d x = e x sin x —  ̂ sin x ex d x + C x (2)

This intégral is not simpler than the original one, but 
it can be expressed in terms of the original one. To do this, 
integra te it by parts once again:

— J sin x ex dx=   ̂ ex d cos x = e x cos x — J cos xex d x + C a (3) 

Substituting (3) into (2), we obtain the équation 

J ex cos xdx — ex sin x-\-ex cos x — J ex cos x dx-\-Cx-\-C% (4)

from which we find the unknown ^£*cosxdx:

ex cos x dx =  -L ex (sin x + c o s  x)-J-CS'
where C dénotés Ci+C,

Note 2. We can represent the integrand as cos xdex. 
Then in the second intégration as well we will hâve to rep­
resent the new expression e*sinxdx in the form sin xdex 
(and not in the form ex d cosx), otherwise the équation for
determining  ̂ ex cos x dx will become an identity.
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302. Intégration of Some Trigonométrie Expressions

Rule 1. For evaluating intégrais of the form

J cos2n +1 x dx, J si n2n + l xdx  (1)

iwhere n is an integer) it is convenient to introduce the 
auxiliary function sin x in the first case and cos x in the 
second.

Example 1.

J cos3xdx =  J (1 — sin2x) d sin x = s in  x — j-sin 8 x-\-C 

Example 2.

 ̂ sin5 x dx— J sin4 x sin x dx — — J (1 — cos2 x)2 a cos x =

=  — J (1—2 cos2 x-j-cos4 x) d cos x = —cos x -f- — cos3 x — 

— i- cos6 x-j-C

For even powers of sin x or cos x, Rule 1 does not achieve 
our aim (see Rule 2).

Rule 2. For evaluating intégrais of the type

 ̂ cos2w x dx, J sin2'1 x dx (2)

it is convenient to use the formulas
1 +cos 2xcos2x =  

sin2 x =

2
1 -  cos 2x

(3)

(4)

and introduce the auxiliary function cos 2x. 
Example 3.

J sin2x d x =  J 

Example 4.

'~ c%* -J*-rfx =  4 -*  — - ~ sin 2x +  C

1 + COS 2x \  2‘ dx = T $ d* + T $ cos2''d* +

T Î cos2 2x dx
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The first two intégrais can be evaluated at once; again
apply formula (3) to the third, rewriting it in the form

9 n I +cos 4x cos2 2 x = ---- —̂

This yields

J cos4 x d x — -i-x  -j- -i-sin 2x -f ~  J (1 +  cos 4x)d x=  

=  ~-x  +  -i-sin2x-f--^-^ +  j 2 sln 4x +  C

It remains only to collect terms.
Rule 3 .1n  evaluating intégrais of the form

J cosm x sin" xdx  (5)

where at least one of the numbers m, n is odd, it is con- 
venient to introduce the auxiliary function cos x (if m isodd) 
or sinx (if n is odd) and proceed as in Examples 1 and 2.

Example 5.  ̂ cos® x sin® x dx.

Here we hâve an odd power of the sine. Represent the 
integrand as

cos® x sin4 x à (—cos x) =  — cos® x (1 — cos2 x)2 à cos x 

We get

J cos® x sin® xdx =  — J cos® x d co sx  +  2 J cos8x d c o sx —

— Jcoslü x d cos x — — cos7 jc -|— cos® x — j j  cos11 x + C

When both numbers m, n are even, Rule 3 does not 
achieve our aim (see Rule 4).

Rule 4. In evaluating intégrais of form (5), where m and 
n are even numbers, it is convenient to use the formulas

cos2 x = 1 +cos 2x 
2

sin2 x = 1 -cos2jc 
2

sin X COS X =  ■sin 2x

(3)

(4) 

(6)
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Example 6.  ̂ cos4 x sin2 x dx.

Representing the integrand as

(cos x sin x)2 cos2x dx 

and applying (6) and (3), we get

f cos4 x sin2 x dx =  ~  f sin2 2x (1 +  cos 2x ) d x =

=  —  ̂ sin* 2xdx +  Y   ̂ sin2 2x cos 2x dx 

Transform the first summand by formula (4) and rewrite

sin2 2x =  i l —i l l

Compute the second summand in terms of the auxiliary fun- 
ction sin 2*. We obtain

S i i |
cos4x sin2xdx =  x — — sin 4x 4- — sin3 2x +  C 

Rule 5. In evaluating intégrais of the form

J sin mx cos nx dx, (7)

J sin mx sin nx dx, (8)

J cos mx cos nx dx (9)

it is convenient to take advantage of the transformations 

sin mx cos nx =  - -  [sin (m — n) x-f-sin (m.+ n) x|, (7')

sin mx sin nx =  -y [cos (m—n) x — cos (m +  n) x], (8')

cos mx cos njt =  -  [cos ( m -n ) x - \ -  cos (m +  n) x] (9') 

Example 7.

J sin 5x cos 3x dx=  -y J [sin (5 — 3) x +  sin (5 4-3) x\ dx =

= ---- cos 2x — ~  cos 8x +  C4 1 O
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Rule 6. In evaluating intégrais of the form 

J tan" x dx,  ̂ cot" x dx

( n  is an integer greater than 1) it is convenient to separate 
out the factor tan2* (or cot2*).

Example 8. J tan6 * dx.

Takingout the factor tan2* =  sec2 x — \ =  — 1, we get

j  tan6 * d x =  J tan8 * — J tan3 * dx

The first intégral is equal to — tan4*. The second is com- 
puted by the same procedure:
J tan3* d * =  J tan  ̂ tan *d* =  |  tan2* -fln  | cos *

Finally,

 ̂ tan6 * dx =  -j- tan4 * ---- g- tan2 * — ln | cos * | +  C

303. Trigonométrie Substitutions

For integrands containing the radicals

V a 2 — x2, y * 2 +  û2, Y  x2—CL2
(and also the squares of these radicals, a2—*2, *2 ±  a2), it 
is often convenient to use the following substitutions:

for the case Y  a2—*2, the substitution * = a s in / ,
for the case V x 2~i~a2, the substitution * =  atan/ ,
for the case Y  x2—a2, the substitution x = a s e c t .

Example 1. J Y a2—x2 dx.

Putting * =  asin t y we get1J

Y  a2—*2 =  a cos t, d x = a  cos / dt (1)

*) The radical sign is taken under theassumption tha t ~  .
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H e n c e

^  Y  a2 — x2dx — a2   ̂ cos2 / dt =  ^/ -f sin 2/^ -f  C (2)

see (3), Sec. 302. Returning to the variable x , we fmd

/ =  arcsin — , 4 - sin 2/ — sin t cos 1= *-  (3)a  Z  a -  '  '

Finally we hâve

J y  a2—** d* -  Ç  arcsin - -  +  ~  V a 2—x2 +  C 

Example 2. $

Putting jc =  û tan /, we obtain

x*-f-a*=o*(tan*/ +  l) =  - H i - . dx =  -2-£-1 '  ‘ '  cos- t cos* f
Consequently

= -b î  cos21 dt =âT. C1 + T sin 2/ ) +'C
Returning to the variable x , we find

/ =  arctan — , 4- sin 2/ =  sin t cos t =a * 2 û* + x*

Finally

S =  ( are tan 7  +  r o j  +  C

Example 3- S r r f e

Putting x =  asec t ,  we obtain X)

y V 2—a2 =  a tan/, dx—a tan / sec / dt
Hence

f —— — — [ dt = — / -f  C—— arcsec — -f-C =

I Q .=  — arccos---- [-Ca  x  1

*) T h e  r a d i c a l  s i g n  i s  t a k e n  u n d e r  t h e  a s s u m p t i o n  t h a t  - - y  <  t  <
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304. Ratlonal Functions

An intégral rational function of an argument x is a fun- 
ction given by the polynomial

aQxn +  alxn~l +  . . .  + a n_ 1x +  an (1)
A fractional rational function is a ratio of intégral ratio­

nal functions:
. .  + bm - tx + b m 

a0xni-al Kn- l + . . .  + a n _ , j t + a fV ' '

If the degree of the numerator is less than that of the 
denominator, the fraction (2) is called proper, otherwise it 
is improper..

Examples. The function °'3x 2x is an intégral rational

function. The functions are fractional rational
functions. The first fraction is proper, the second, improper. 

2 V~xThe function is irrational.

304a. Taking out the Intégral Part

It is possible, by means of division with a remainder, to 
take out the intégral part of an improper fraction; i. e. an 
improper fraction may be represented in the form of a sum 
of an intégral rational function and a proper fraction. Itmay 
happen that the division is exact; then the improper fraction 
is an intégral function.

Example 1. After taking out the intégral part, the impro-

per fraction becomes ±  x - l ± l  ( £ *  is the quo-

tient and — 15 y  x is the remainder after dividing the nu­
merator by the denominator^ .

Example 2.

This resuit is obtained by dividing — 1 by —x -f  1, 
or, more concisely, as follows:

1 + x " - x *  i x s  ( i - * ) _  i , ^
1 -x  i -  x i - x  ~  1 - x -1"
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Example 3. Taking out the intégral part of the fraction
X*— X*x_ , we obtain an intégral rational function x2 (the divi­
sion is exact).

305. Techniques for Integratlng Rational Fractions

When integrating an improper rational fraction* first take 
out the intégral part (Sec. 304a).

Example 1.

S («‘ + r r ; ) ‘l * = T - |n l ' - « l  +  C"
(cf. Sec. 304a, Example 2).

Since the intégral part may be integrated directly, the 
intégration of any fractional rational function reduces to the 
intégration of a proper fraction. For this there is a general 
method (Sec. 307), which, however, often involves arduous 
computations. It is therefore useful, wherever possible, to 
take advantage of peculiarities of the integrand.

If the numerator of the integrand is equal to the differen- 
tial of the denominator (or differs from it by a constant factor), 
then the denominator should be taken as the auxiliary function.

Example 2.

S(2t* + 6x* + 7x + 3) dx _  1 Ç d (x4 + 4x« + 7x* +6* + 2) ^  
x4 +4x* + 7x* + 6 x + 2 2 J x4 + 4x> + 7x* + 6x + 2 ““

ln (^  +  4*» +  7x* +  6jr +  2 )+ C

The technique is similar when in the numerator we hâve 
the differential of some polynomial, and in the denominator 
we hâve a power of the same polynomial.

Example 3.
r ( 3 x 9+ i ) d x  r à  (jc»+jt) 1 . r
J x* (x»+l)* J (x*+x)* ”  x » + x ^ ~ ^

If the numerator and denominator hâve a common 
factor, it is often useful to cancel it.

Example 4. C < * -« -2 )*^ J X*+X*+X+I

*> We could use the substitu tion  1 - x = 2  w ithou t first taking ou t the 
intégral part, bu t the com putation  would be longer.
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Here the fraction can besimplified by cancelling out Jt+1. 
This yields

S (ii î T r  =  T  In (*2 +  l ) - 2  arctanx+C

Note 1. It is sometimes senseless to reduce a fraction. For 
instance, in Example 2, the fraction may be given in the 
form

( s + l )  (2x* + 4x + 3)
(x+ 1)* (*f + 2x+2)

and x + \  may be cancelled. But it is more difficult to éva­
lua te the intégral

S (2jc» + 4x + 3) dx 
(x+ 1) (x* + 2x + 2)

than the original one, to say nothing of the fact that facto- 
ring is another rather considérable difficulty.

Note 2. The general method of integrating rational frac­
tions consists in decomposing the given fraction into a sum 
of so-called partial fractions. These fractions are defined in 
Sec. 306 and ways of integrating them are given. Partial 
fraction décomposition is explained in Sec. 307.

306. Intégration of Partial Rational Fractions

Partial rational fractions are fractions that reduce to the 
following two types:

I. {x_ a)n (n a natural number)

II. -n (n a natural number)(x* + px + q)n v '

where x2-\-px-\-q cannot be factored into real linear factors 
| j .  e., q— ( - | - )  > o j  ; if x2 +  px-\-q can be factored into

real linear factors £i. e., q — (-rr) ^ o j  , then fraction II 
is not considered a partial fraction.

5 V" 3The fractions — -  , ---------- - are partial of the first type,
x  + 1 ( x  — V 2)

the tractions !?'2, , 7*~.‘ , 5 + are partial of the second
* * + *  x* + 2 X i  +  V 3
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type. The fractions 3jc —2
(xt-V~2>Y are not partial because

the expressions x2— 1, x2— V  3 can be factored into real li- 
near factors. 3

The fraction is a partial fraction since it can be put
_3_

in the form —— . The fraction 18*~3... is partial be-
__9_ (x* + x + l ) f r

X 2
cause it is of type II.

(A) Partial fractions of the first type are integrated by the 
formulas

S ( ^ = - ^ 1 ( i r ^ r + C  ( « > ! ) .  (1)

5 7=7> =  A ln l * ~ a l + c  (2)
(B) Partial fractions of the second type in the case n =  1 

are integrated completely by the substitution

which reduces the denominator

+  p x  +  q =  (*  +  -2.)* +  q -  ( \ )'1

to the form z2+ £ 2 j^where k* =  q — (-f - )  J -  
Example I.

" = - 8’ ^ 25> ? - ( f ) 2= 9]-8*+25  

The substitution
X — 4 =  2

transforms the intégral to
2 dz 

2 «+ 9 + 7 S i ï T 9 = T ln (2Ï+ 9) +

+ — arctan-|- +  C

Returning to the argument x, we obtain 

$ dx= T  (* * -8 *  +  2 5 ) + i  arctan ̂ - 4+ C
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The formula (which need not be memorlzed) Is of the form 
r  M x + N  M

x * + px + q 
27V- M p  
V4q - p %

dx

a r c t a n

Y  în {x* +  px  +  q) +  

2 x+ p

Y7T- ■ +  c

(C) Partial fractions of the second type for the case n > 1 
are integrated by the same substitution

which transforms the intégral J (X‘+px+ti)" *°

S i S S i p .*  P)

c Mz dz
The first term \ <2«+*î)w is integrated directly via the auxi- 

liary function z* +  k 2

Mz dz 
(2* + **)"

Al I
2 (/»- l) (2» + **)»-: +C (4)

The second term L J *s evaluated by a trigonomét­
rie substitution (Sec. 303, Example 2) or by the réduction 
formula*>

S (z* + **r “ 2(n-l)*« [(**+*«) S +
(it can be checked by différentiation). It reduces the intégral

dz
J (z*+A,)w *° an in êSrai of the same type but with the ex-
ponent n in the denominator diminished by unity. Repeating 
the procedure we finally arrive at the intégral

dz
l 2* + *« = ■arctan 4- +  C

M A réduction formula is any formula which expresses some quan- 

tity, dépendent on the number n | j n  our case J (JT^ïprJ* *n terms
of the same quantity  with smaller absolute value of n. Réduction 
formulas are also called recursiort formulas.
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c  l o f  ( 3 x - 2 ) dx Example: 2. ^

The substitution x — 1 = 2  leads to an intégral of the type 

The first term is equal to
3  C d ( 2 *  +  2 )

2 J  (2* + 2 ) a ‘ 4 (2*+ 2)2 (7)

The constant C is dropped and attached to the second 
term, which is computed from thj formula (5) (putting k2 =  2t 
n =  3):

f  *  __ I 2 - 3 f  dz
J (2* + 2)*~“ 8 (22 + 2 )2 8 J (22+ 2 )« (8)h2)a 8 (22 + 2)2^  8

Use formula (5) again, putting k2 =  2, n = 2:

S dz _ 1 2 , 1 f rf2 __ 1 2 , I , ? , ^
(2* + 2)«“  4 2* + 2 i " 4 3 2* + 2 ~  4 2* + 2 +  4 arcian — -f-ü

(9)
From formulas (6) to (9) we find

3 2 + 1  

U*+ 2)'j d z =  —
4  ( 2 *  +  2 ) *  1 8  ( 2 *  +  2 ) *  1 3 2  2 2 +  2  

3 2 3 +  1 0 2 - 2 4  ,------rrrr arctan   —\-C — oo / *32 V 2 V 2 ' 32 (2* + 2)2

H------ —  arctan ~~r=--\-C
' 32 V  2 V  2 ^

Returning to the variable x, we obtain 

r { 3 x -2  ) dx __ 3x* — *+19 x -  3 7
(x2 — 2x+ 3 )s 3 2  ( j t * - 2 jc +  3 ) 2

H----- ^=- arctan ï - r J r + C
32 V 2 V 2

307. Intégration of Ratlonal Functlons 
(General Method)

Rational functions are integrated by the general method 
as follows:

1. From the given function take out the intégral part; it 
can be integrated directly (Sec. 305, Example 1).
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2. Factor the denominator of the remaining proper fraction 
into real factors of the type x —a and x2 +  px -f- q (linear 
terms and irreducible quadratics 1)).

The factorization is of the form

<Vcn+ûiJcn-1  +  • • • + a n = a 0 ( x — a)  ( x — b ) . . .
. . . (x* * + p x + q ) ( x *  +  r x + s ) . . .  (1)

Such a factorization is always possible,2) and it is unique.
3. We attempt to divide the numerator of the proper frac­

tion by each factor of expression (1). If the division is exact, 
we reduce the fraction by the appropriate factor (Sec. 305, 
Example 4).

4. Décomposé the fraction obtained into a sum of partial 
fractions and integrate the terms separately (Sec. 306).

Note J. Every proper fraction is decomposed into a sum 
of partial fractions in just one way. The method of décom­
position is explained below. For a proper understanding, we 
consider four cases which exhaust ail possibilities.

Case 1. Only linear factors enter into the factorization of 
the denominator and not one of them is repeated.

Then the proper fraction is decomposed into partial frac­
tions by the formula

_______ Fjx)_________ A
a0 ( x - a )  ( * - b) . . .  ( x - l )  x - a x - l (2)

where the constants A , B, . . . ,  L are found (by the method 
of undetermined coefficients) as follows.

(a) Clear of fractions in equality (2).
(b) Equate coefficients of like powers of x on both sides 

(it may happen that the left-hand side lacks a needed terni; 
in that case we assume the coefficient 0). We thus obtain a 
System of linear équations for the unknowns A, B, ...»  L.

(c) Solve the System (it always has a unique solution).

Example 1. Evaluate S J +Xx ^ è i dx-
Solution. The given fraction is a proper fraction. Factor 

the denominator:
x3+ x 2—6 x = x  (x—2) (jc+3) (3)

' )  I f  w e  h â v e  a  t e r m  x * +p x +q  t h a t  c a n  b e  f a c t o r e d  i n t o  t h e  r e a l  
f a c t o r s  x - m  a n d  x - n ,  t h e n  w e  r e p l a c e  i t  b y  t h e s e  t w o  f a c t o r s .

*) I n  t h e  m o s t  e l e m e n t a r y  c a s e s  i t  i s  c a r r i e d  o u t  b y  r e a r r a n g e m e n t  
o f  t e r m s  a n d  o t h e r  a l g e b r a i c  p r o c e d u r e s .  F o r  t h e  g e n e r a l  c a s e  s e e  
S e c .  3 0 8 .
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The numerator is not divisible by any of the factors, so we 
cannot cancel. Ail factors are linear and not one is repeated. 

By formula (2)
7 j c  — 5  A  , B  C

x (x - 2 ) ( jc + 3 )  x ' x -  2  ' jc+ 3 (4)

To find the constants A , B, C, clear of fractions. This 
yields

7x— 5 = A (x— 2) (x + 3 )  +  B (x + 3 )  x + C  (x— 2) x (5)
o r

7x— 5 = (i4  +  B + C )  xa +  (A +  3B — 2C) x—6A (6)
Equate coefficients of like powers of x (on the left-hand side 
we présumé 0-x2). The resuit is the System

Solving it we get 
A

A -j~ B -f- C =  0, | 
A +  3 B — 2 C =  7, l  

—6A =  —5 I
(7)

(8)

and from (4) we obtain the following décomposition of the 
given fraction into partial fractions:

7 jc —  5  _  5  1 9  1 2 6  1

x  (jc—2 )  ( j c + 3 )  6  *  ' 1 0  JC- 2  1 5  jc +  3

Integrating term by term, we get the desired intégral

S d * = T lp l*l +1% *n | x 2 | | |  In | jc+3 |+ C

Note 2. The constants A, B, C can also be found in the
following manner: take any three values of x and substitute 
them into (5) We again get a System of three équations, 
which yields the same values as in (8).

This remark refers to Cases 2, 3 and 4 as well. But in 
Case 1 this technique can be simplified still more by taking 
such values of x as make the denominators of the partial 
fractions vanish; in the given example, the values x = 0 ,  
x = 2 ,  x = —3. Then we get a System of équations —5 =  —6A, 
9 = 1 0 £ , — 26=15C, which yields the values of At B, C di- 
rectly.

Case 2. Only linear factors'enter into the factorization of 
the denominator, and some of them are repeated.
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Let a factor x — a be repeated k times. Then in the dé­
composition (2) it is necessary to replace the correspond ing k 
identical terms by a sum of partial fractions of the form

Ait » A»_ | 
( x-a)k ' (x -a )* -* x- a (9)

The same applies to other repeated factors. Partial fractions 
correspond ing to nonrepeated factors remain the same. The 
constants of the factorization are determined as in Case 1.

Example 2. Evaluate $ x •
Solution. The factorization of the denominator is of the form

x*—3xi -}-3xi —x = x  (x— l)3

Ail factors are linear. The factor x is not repeated, the 
factor x — 1 is repeated three times. As in Example 1, to the
nonrepeated factor corresponds a partial fraction of the form ,
to the repeated factor (x— 1), a sum of three partial fractions 
of the form

---  ---- 1-----------1——
( X -  1 ) *  ‘ ( X -  1 ) *  '  X -  1

The décomposition of the fraction is
x * + 1  A B C D

x ( x -  l ) a "" x  *■ ( x - 1 ) » ' *  ( x - l ) « " » " x - 1

Clearing of fractions, we get
x * + \  =  A ( x — \ ) s  +  Bx +  C x (x -- \ )  +  D x  (x— l)2 (10)

or
x? + \  =  ( A  +  D ) x * +  ( — 3 A + C —2D) jc2 +

+  (3A +  B —C +  D )x— A (11)

Equate coefficients of like powers of x; this yields
A +  D =  l, )

—3>4 C— 2D= 0 , I
3A +  B—C +  D = 0 ,  |

—A =  \ )
Solving this System, we get

A = —1, B =  2, C =  1, D =  2
The décomposition of the fraction is 

x* +1 1 , 2
- + Ü-l")» +  (x-l)a“l" x-1

( 12)

x (X-1)>
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integrating term by term we find

+  2 1 n | * - l | + C = - (̂ + l n ^ + C

Alternative version. If in (10) we first put x = 0  and then 
x =  1 (see Note 2), we straightway get A =  — 1, B =  2. Putting 
in (10) two more values, say x = 2  and x =  — 1, and taking 
into account the values of A and B  that hâve been found, 
we obtain the following System of équations: 2C +  2 D = 6 , 
2C—4 D = —6, and from it we find C =  1, D =  2.

This method is particularly convenient when there are 
many nonrepeated factors in the factorization of the denomi- 
nator, and the multiplicity of the repeated terms is not great.

Case 3. The factorizatioh of the denominator includes irre- 
ducible quadratic terms none of which are repeated.

Then, in the partial fraction décomposition, to each factor
xt -\-px-\-q there corresponds a partial fraction =
=  (Type II). As before, to linear factors (if there are any) 
there correspond partial fractions of Type I.

C « » c*• j  (* (7x* + 2 6 x -9 )  dxExample 3. Find  ̂ - X. +4;C. + U ._ 9 - •
Solution. Factor the denominator:

^4+  4^ 3+ 4^ —9 = (x a +  2jr)2 — 3a= (x a +  2* +  3) (x2 +  2x—3)
We obtained two factors of the type x2 +  px-\-qt but only the 
first is irreducible to real linear factors:

can be factored:
x* +  2x—3 =  (*— 1 ) (jc +  3)

Therefore, the décomposition into partial fractions is of the 
form1}

») It is not a mistake to seek a décomposition of the form

The second, however,

A 'x + B ' Cx + D 
x* + 2 x - 3  x* + 2x+3 (cont’d on p. 436)
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7r» + 2 6 x - 9 _  A . B , Cx + D
tx* + 2x + 3) ( x -  1 ) (Jt + 3) x - I "T” x + 3 ' x2 + 2x + 3 (13)

Clearing of fractions, we get
7*2 +  26*—9 =  (xa +  2* +  3) |A (x +  3) +  B (x— 1)] +

+  (C* +  D )(* -- l) (*  +  3) (14)
We equate the coefficients of like powers of x:

A -J- B -J- C= 0 ,  \
5A -|-B+2C +  D=7, I 

9j4 +  B—3C+2D=26, f (15)
9 A — 3B—3D =—9 J

Solving the System (15), we obtain
A =  1, f i = l ,  C = —2, D = 5

so that
7x2 + 2 6 x - 9  1 . 1 ____ . — 2x + 5

(x* + 2x + 3) (jc— 1 ) (x+3) x - 1  ' x + 3 "^~x2 + 2x + 3

Integrating (see Sec. 306, Case B) we find

S-StwÎSSt- = ' » I ' - > i +  i» I * + 3 | -

— In (jc2 -}- 2x -f- 3) -J— arctan ——— -j-C =
' y 2 v 2

x* + 2 x - 3  
x 2+ 2 x  + 3 arctan ^ r -  +  C V 2 ^

Alternative version. In order to détermine A and B, in (14) 
we first put jc=1 and then x =  —3 (see Note 2). This yields 
the simple équations 24 =  24A, — 24 =  —24B and we find

A =  1, B = 1
Setting x = 0  in (14), we get — 9 = 9 A —3B—3D, whence 
D = 5, Putting x =  — 1, we get C = —2.

Case 4. The denominator factors into irreducible quadratics 
and some of them are repeated.

In the given example the computat ion is even simpllfied: we get 
B '= 2 and find s (2x-f 2) dx 

x* + 2x— 3 = ln | x2 + 2x— 3 | +C

A' = 2.

In the general case, we would still hâve to decompose^the fraction
■ — — into a sum of the partial  frac tions — +  — .x* + 2 x -  3 x—1 x+ 3
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Then in the décomposition of the fraction, to every factor 
x*4-px-f q repeated k times there corresponds a sum of par­
tial fractions of the form

MkX + Nk  . M k-x X  + N k - x  . , M tx + N t ,jgv
(xt + px+ g)k (x* + px + q)k ~~l x* + px + q

Exemple 4. Find $ •
Solution. Factor the denominater:

x6 +  2x3 +  x = x  (x4 +  2x2 + 1 )  =  x  (x2 +  1 )2
The term x2+ l  cannot be factored into real linear factors; it 
is repeated twice. Therefore the partial fraction décomposition 
is of the form

3x+5 A . B x + C . Dx + E
X  (JC*+1)* "" T ”* (JC* H-1 )* “• X*+1

Clearing of fractions, we get
3 x + 5  =  y4 (x2+ \ ) 2 +  (Bx +  C)x +  (Dx +  E)x(x2+ \ )  

Equate coefficients of like powers of x:
A +  D =  0, £  =  0, 24 +  £ -f-D = 0 ,

C +  £  =  3, 4  +  £  =  5
Solving the System, we obtain

4 =  5, B  =  —5, C = 3 , D = —5, £ = 0
so that

S( 3 x  +  5) dx c  r  d x  . C ( - 5 J C  +  3 )  dx *  r  x dx 
x- + 2x* + x ~ 0  J T -*" )  U *+ l)*  _ °  )  x*+\

Computing the middle intégral, as explained in Sec. 306 
(Case C), we get

S (3x+5) dx c , , , . f  5 , 3.t
x* ‘+ 2x* +jc ~  5 n  I ^  I +  [̂  22 {x*+ 1)

+  — arctan x J — -  ln (x2 +  l) +  C =  5 ln

2 ix* + 1)
I x I

Vx* + l +
3x + 5 

2 (x9 + 1 ) ~ - arctan x +  C

Note 3. The intégral of any rational  function can theoreticaîly be 
expressed (cf. Examples 1 to 4) in terms of the logarithms of ra t io­
nal functions, in terms of inverse trigonométrie functions and the 
“algebraic p ar t” (i.e. a rational function). But, as a rule, factors of the 
type x - a ,  x* + px+q  (i.e. the linear and irreducible quadratic terms 
into which the denominator  of any rational  function can be factored) 
can only be found in approximate fashion (see Sec. 308).
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Incidentally, usirig a method discovered by M. V. Ostrogradsky. 
the algebraic part can always be expressed exactly because it can be 
found w ithou t  factoring the denominator.

308. Factoring a Polynomial

The factoring of the polynomial
aexn + a 1xn-* + . . . +On (1)

reduces to solving the équation
a0xn + a,xn - 1+ . . . +an=0 (2)

Indeed, if we know some root x x of Eq. (2), then the polynomial (1) 
is exactly divisible by x - x x and we obtain a factorizat ion of the form

a0jrn+fl|Xn“ 1+ . . .  +au=a0 (x-xj (jrn-* + 61xn- 1+ . . . + 6a_ x) (3)
By methods explained in higher algebra it is always possible to 

find (approximately, but to any degree of accuracy) one of the roots 
of any numerical algebraic équation. *> However, the root x x may be 
imaginary.

After we hâve obtalned the expansion (3) we can find root x, of 
the équation xn “ 1 + bxxn ~ *+ . . . t = 0. The number x t will at the 
same time be a root of Eq. (2). We then hâve the following factorl- 
zation for the polynomial (1):

. .  +flft=fl0( x - x 1) ( x - r l )(xn - ‘ + c1x', " 8+ . . .  +cn_ f) (4)
etc. Finally. we obtain an expansion into n (real or imaginary) linear 
factors:

fl0jcn +aiJr1|- I + . . .  +an=a0 (*-*>) ( x - x t ) . . . ( x - x n) (5)
Thls expansion is unique. The numbers xt , xs, . . . ,  xn are roots of 
Eq. (2). These numbers are also called the roots of polynomial (1). 
Some of the roots may prove to be equal. But in this case too it 
is considered that Eq. (2) has n roots: each of the roots is counted 
once, twice, etc., depending on how many times the corresponding 
factor is repeated in tne expansion (5).

If ail tne coefficients of the polynomial (1) are real, then to any 
complex root a +0/  there corresponds another complex root a - B l  
( conjugate roots). If one of the conjugate roots 1s repeated, then tne 
other is also repeated the same number of times.

The product of two complex conjugate factors x - ( a + 0 O  and 
x - ( a - f i i )  ylelds a real polynomial of the form

x* + px + q
Here

p=-2a, <7=a«+p*.

O Division of polynomial (1) by a binomial  x - x ^ ,  where x ' i s  an 
approximate value of the root, yields a remainder q (equal to  the va­
lue of the polynomial for x = x 1j .  q approaches zéro as x^ appro- 
aches x x.
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Hence, every polynomial (with real coefficients) can be factored into 
real factors of the type x - x  ̂ and x* + px+q  (the la tter  is an irredu- 
:ible qwadratic).

Note. Althouçh the numbers Jt*. p, q which enter tnto the factors 
x-xfc, x* + px + q are real, they are, as a rule, irrational . What is more, 
%hen the polynomial (1) is of degree five or higher, these numbers 
rannot, as a rule, be expressed exactly even in terms of radlcals. It ls 
îherefore not always possible by far to give an exact partial  fraction 
décomposition of a rational functlon.

309. On the Integrablllty of Elementary Functlon s

As a rule, the intégral of a rational function is not a 
rational function Çfor example, J - ~ =  1° Jt+C^. Simi-
larly, as a rule, the intégral of an elementary (nonrational) 
function is not an elementary function.

Thus, the intégrais

cannot be expressed in terms of elementary functions,1) altho- 
ugh the following intégrais, which look very much like them,

are elementary functions.
By the rules of differential calculus, we can find for any 

elementary function the%derivative (which is also elementary). 
In intégral calculus, such rules for finding the antiderivative 
are furutamentally impossible.

But for certain classes of elementary functions the intégral 
is always an elementary function (though it is often an in- 
volved expression). In Sec. 307 we studied one such class 
(rational functions). In Secs. 310-313 we will consider other 
important classes and indicate general rules for evaluating 
their intégrais. Incidentally, in many cases spécifie techniques 
are préférable. They are usually suggested by expérience.

310. Some Intégrais Dépendent on Radlcals

The symbol R (x, y) will be used from now on to dénoté 
a fraction whose numerator and denominator are polynomials 
in x and y. Such a fraction is termed a rational function

*) Nevertheless, for every continuous function there is an indeà- 
nite intégral (which is a continuous function)
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of the two variables x, y (cf. Sec. 304). If the deriominator 
is a constant quantity (polynomial of degree zéro), the ratio- 
nal function is termed entire (intégral).

We define in similar fashion a rational function of three 
variables R (x , y, z), of four, etc.

An Intégral of the form

' - $ « [ « ' { m ) e- • • • ] ' *  <•>

where a, 8 are rational numbers and p, qt r , s are constants 
(numericàl or literal), is reducible to an intégral of a ratio­
nal function and, hence, is expressible in terms of elementary 
fonctions." This purpose is served by the substitution21
. p.xirq. =  tn where n is the common denominator of the frac- rx + s
tions a, p, . . .

To be spécifie, the intégral

/ =  J R\x, x*. x?, . . . |  dx (2)

is computed by the substitution x =  tn.
Note. Réduction of a given intégral to the intégral of a 

rational function is called rationalization.
Example 1. /  =  ( ■■ - _ L dx------- .

J  î / \ + x - V \ + x

Here p =  q =  s =  1, r =  0, a =  ^ -, P =  4 - • The common 
denominator is n — 6. The intégral is rationalized by the 
substitution

1-|- x = t \  ax= 6 t*d t
We get

1 = ^  (f,~ dt — —6 J (t» +  f ! +  t* +  ti +  t* +  t3)d t  =

» - ^ ( 4 - + t + x + t + t + t )  +  c

where t =  \ / 1 +  x .

M From here on the letter / dénotés an intégral.
*> It ts assumed that — ; when —  = —  the fraction --x— —r s r s rx+s

reduces to a constant and uo substi tu t ion  is required.
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Example 2. / = $ *  2 ( x 3 + l )  dx.

This is an intégral of type (2). Put x = t* .  We then hâve

where t =  \ /  x .

311. The Intégral of a Binomial Dlfferentlal

A binomial differential is a differential of the form 
xm (a +  bxn)Pdx

where m, n, p are rational numbers and a and b are constants 
not equal to zéro. The intégral

/ =  J xn (o + b x n)Pdx (1)

is expressible in ternis of elementary functions in the follo- 
wing three cases.

Case 1. p is an integer. Then the intégral fits the type 
of Sec. 310.

See Example 2, Sec. 310, where m = — y  , n =  — , p = —2. 

Case 2. p is a fraction but is an inte*
ger. Then the intégral is rationalized by the substitution 

a-\-bxn =  zs
(where s is the denominator of the fraction p).

Example 1.

/ = $ * ” (  3 —2 x ~ )  dx (2)

Here m = - - ,  n = - 1-, - = 2  is an integer. We put
_3_

3— 2 x 5 = z*  (3)
We can express x in terms of z and substitute into (2). 

But it is simpler to differentiate (3):
2 x

x 5 dx -- -  — j  z dz (4)
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and transform I with the aid of (3) and (4) as follows:

/ =  J ( 3 —2x^") 2 =

=  S(^)"T i i £ l ( - T ^ )  =  - T S ( 3- 2Î) d2 =

=  “ T  * + T8*3 + C

ïwhere z =  \3  — 2x 0 J
Case 3. Both numbers /? =  — and are fractions buts n

their sum —~ “ +  P is an integer.
Then the intégral is rationalized by the substitution

ax~ n J\-b =  zs
where s is the denominator of the fraction p.

Example 2.
_2_

/ =  J *~ a(l + 2 * 3) 3 dx

Here m — —6, n =  3, P =  ~y  (fraction), ^ i i  = — j  (frac­

tion), — 1 (integer).
Put

x~ 3 +  2 =  z3, x~* d x = —z2dz
Representing 1 + 2 * 3 as x3(jt~3 +  2), we obtain 

_2_

/ = j ï - ‘ ( j r s+ 2 ) 3 d * = $  z»( — zs d z)=  — ÿ z »  +  C =
_5_

=  - - i-x -» ( l  +  2**)3 + C

Newton had already pointed out these three cases. Euler, 
who has never been surpassed by any mathematician in the 
art of transformation, sought in vain for new cases of the 
integrability of the binomial differential. He was convinced 
that these three cases were the only ones. In 1853, P. L. Che-
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byshev succeeded in proving Euler’s assertion. D. D. Mordu- 
khai-Boltovskoi, in 1926, proved the appropriate theorem for 
an intégral of type (1) for irrational exponents m, n, p.

312. Intégrais of the form J Æ (x ,  ÿ a x l 2+ b x  +  c) dx

Intégrais of this form are rationalized by one of Euler’s 
substitutions.

First Euler substitution. It is applicable for a > 0. P ut21

Then
Y a x 2-\-bx-\~c-\-x Y a = t  

ax2-t-bx +  c =  ( t—x V a  )a

(1)

The terms containing x2 cancel and x (hence also dx) is 
expressed in terms of t in rational fashion. Putting this 
expression into (1), we find a rational expression for the 
radical V  ax2 b x c  as well.

Example 1.

J Yk* + x*
Put _____

Y  k2-\-x2 =  t —x

Whence
t* ~ k * , U* + k*)dt

* = — ■ dx= — i r >— •

Consequently

1 = 1 q ? = - S ‘T - '  » I ' I + C .
/  =  l n ( j e + y V + * 2) + C

Third Euler substitution (note below discusses second). 
This substitution is applicable every time the trinomial

l ) It may be taken that a =& 0. for when a = 0 we gét the case of 
Sec. 310.

*> We can Just as readily put

Y ax* + bx + c - x  Va  = /
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ax2 +  bx +  c has real roots and, in particular, for a <  0. v  
Let the roots be xlt xt . Then put

(2)
whence we find a rational expression of x in terms of t:

Rationalizing, we iind

Vax* * + b x + c= V a (x —xl)(x—xt) =
a- £ ^ ( x - x t) ' = t \ x - x t \ (4)

Example 2. /  =  Ç--------- . Ax
J {X- 1) V -x*  +  3x -  2 *

The trinomial — xa-f-3jt—2 has the roots JC| =  1, x2= 2 :  

—xa +  3*—2 =  —(x— 2) (x— 1)

The radicand is positive for 1 < x < 2 (for x = l  and x = 2  
the integrand becomes infinité).

Puta>

V  T T  = t  (5)
F rom th is we get

2/»+l . 2 t d t
/*+1 * aX (/•+!)• (6)

V —(x— 2 )  ( j c - 1  ) =  y r  = £ - ll  |  * — 2  |  =  < |  * — 2 | = — t(x— 2 )

(by virtue of the inequality 1 <  x < 2 the quantity x—2 is 
négative). Substituting into the right side the expression of

*> Por a <  0 the trinomial ax* + bx+c could hâve complex roots 
too (lf 4ac-b*  >  0 ). but then by virtue of the identlty ax*+bx+c=
b - — ((2fljr+6)*+(4ac-b, )l the trinomial would always hâve négative 4a _________
values so that the root Ÿax* + bx+c would be Imaglnary for any 
value of x.

•) We can put xt s 2 , x t -  1 Then Euler’s thlrd substitution is mo- 

dified ^we bave to put j /  ^
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V —(*—2) ( x — l) =  7r^î (7)

By (6) and (7) we hâve 
/ =  f _______ ÿ*_________ =  Ç ™1= — _2_ _  o-i f  x~2 _i- r

J ( j r -  1) V -  ( x -2 )  ( * -  1) J /2 * K

Note. The first and third Euler substitutions are sufficient 
to compute any intégral of the type under considération. To 
complété the picture, we give Euler’s second substitution:

Vax*+bx+c =  tx +  Vc  ( 8 )

It is applicable for c > 0. Squaring and dividing by x, we 
obtain a rational expression of x in tenus of t; then (8) ra­
tionalises the radical.

313. Intégrais of the Form ^ Æ (s in jt ,  c o s x ) d x

Intégrais of this type are rationalized by the substitution

(1)
whence

tan y = 2

22  ̂ l -Z*
s i n x = — >' C0S‘ =  Ï 7 I Ï ’

dx= 2 dz 
1+2*

(2)

(3)

Example. /  =  J 3 -̂
dx

Y 5  c o s  X

B y means of (2) and (3) we get

H  -------- T ^ T = S ^  =  T ' n | | - | + ^

Substituting z =  tan-—, we find
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314. The Definlte Intégral 11

Let a function f (x) be continuous over an interval (a, b) 
and at its end-points. In the interval take n consecutive 
points xx, x2t x3, x4, . . . ,  xn (Fig. 327, where n =  5); for the 
sake of uniformity, dénoté a = x 0 and b =  xn + 1. The in­
terval (û, b) is partitioned into/t-f-1 subintervals (x0, xlt),

(Xl.X2), (x2, x3).........
k Y

^ r r r

fi fi fi a fi fi»/
Q=Xq X1 Xj Xj X4. Xj b=Xn+iX 

Fig. 327

Xn)* (Xn» Xn + i).
In each of the subinter­

vals (in the interior or at one 
of the end-points) take a 
point [point in (*0,
I2 in (xlt x2)t etc.].

Form the sum
s „ = /  (£i)(*t—x0) +

+  /(S2)(->C2 —
• • • + / ( i ,  +  l )  (*« + ! — *»)  (1)

The following theorem holds true.
Theorem. If as the number of subintervals (*üt Jtj), 

(xlt x2), . . .  increases without bound the largest one tends 
to zéro, then the sum Sn tends to some limit S. The number 
S is the same no matter 
how the partitioning into 
subintervals was perfor- 
med or what the choice of 
points £1» £2, . . .  was

Fig. 328 gives a pic- 
torial explanation ot the 
theorem. The sum Sfl is 
numerically equal to the 
hatched area of the step- 
like figure [the base of 
the left step is equal to
x1—x0, the altitude is KL =  f ( l 1)\ hence, the area is equal to 
/ ( £ * 0)1 etc.]. The narrower the steps, the doser is the 
area of the step-like figure to the area of the “curvilinear 
trapezoid” x0ABxn + 1 so that the limit S of the sum Sn is 
numerically equal to the area of the figure x0ABxa+1.

The sum (1) is often abbreviated to

(xi-xi-t) (2)

l> lt  is auvisable first to read Sec. 292, Item 2.
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The symbol (sigma) indicates tha t  the expression (2) is the sum of 
terms of a sfngle type. The expression / (£,) ,) indicates the
law of formation of the terms: for i = l  we hâve the first term, for 
i = 2, the second, etc. An expanded notation is

i =  n +  1
J ?  / <Si> ( X i - (2a)

Here, the first term is i - \ ,  and the last, f = / i+ l .

Définition. The limit to which the sum (1) tends as the 
largest subinterval approaches zéro is called the definite in­
tégral of the function f (x). The end-points a, b of the given 
interval (the interval of intégration) are called the limits of 
intégration: lower limit (a) and upper limit (b).

The definite intégral is denoted by 
b

5 f M  dx (3)
a

and is read “the intégral of f (x) with respect to x between 
the limits a and b.”

The value of the definite intégral dépends on the form 
of the function f (x) and on the values of the upper and lo­
wer limits. The argument of the function may be denoted 
by any letter, say y, so that the expression 

b

J  /  (y) d,J (4)

represents the same number as (3).
Note. The upper limit b may be gréa ter or less than the 

lower limit a. In the first case.
a <  xt < x2 < . . .  < < xn < b (5)

In the second,
a > Xj > x2 > . . .  >  xn_! > xn > b (6)

Supplément to définition. The définition assumes that 
a ^  b. But the concept of the definite intégral is extended 
to the case of a =  b\ an intégral with identical limits is con- 
sidered equal to zéro:

a
J f{x)dx =  0 (7)
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[this agreement is justified on the grounds that the intégral
(3) tends to zéro as a and b approach one another, cf. 
Fig. 327].

b

Example. Find J 2x dx. Here

f (x )= 2 x  (8)
Solution. First method. Divide the interval (a, b) into 

equal parts (Fig. 329); then the abs- 
cissas

x0= a ,  xlt x2, . . . ,  xn, xn + 1= b
form an arithmetic progression with 
différence

*1—*«=•**— ■*!=•• (9)
For the points Êi. £2, . . .  we take the 
right end-points1) of the successive 
intervals (û, jcx), (xlt x2), . . . ,  so that
El ^1» E2 *̂ 2» • • ■ * En == x n» En +1 =  
f (Si) =  2xlt f £ 2) =  2x2f . . . ,  /(£„) =  

=  2xn, f ( l n + 1) = 2 b  (10)

By virtue of (8) and (10), the sum
(1) takes the form

Sn= 2 x i  (Xl — x0) +  2x2 (x2—xx) +  .. • + 2 x n (xn—xn. 1) +
+  2xn + 1 (xn + 1—xn) = 2  (xl +  x2+  . . .  + x n + 1)

Summing the arithmetic progression, we find

S"= 2 ïïTT {x,- n+2,Hn + u =  ( b - a )  (xx +  b) (11)

As the number of equal intervals increases without bound, 
their lengths approach zéro; in the process, xx tends to a. 
Therefore

lim Sn =  (b—a) (a-\-b) =  b2—a?
Consequently,

b

J 2x d x = b ' —a* (12)

*) In other words, the rectangles lie lo the right of the ordinales
of the straight  line y=2x.
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In exactly the same way 

b

J 2y d y= 6*—a®,
a
b

J 2tdt=b*—a*
a

and so forth.
The quantity 61 —a2 is the area S of the trapezoid 

A'ABB' (Fig. 329); indeed

S = y (A'A +  B'B) i4'fl' =  ÿ ( 2 a  +  26)(É>—a) =  &*—a»

Second method. Partition the interval (a, b) into unequal 
parts so that the points x0, xlt xit . . . ,  xn, xn + 1 form a 
géométrie progression Xï (Fig. 330):

x0 =  a, x1= a q ..........xn =  aqn,
xn + i =  b =  aq" + ' (13)

From this equality we hâve

<?n+* = -  o o

For the points h ,  . . .  we take 
the left end-points2) of successive in- 
tervals (a, xx) (xlt x%), . . . .  so that

£ i=o» Êi=*i» •••» £/i==*/i-i* 
in + l —Xn

Sum (1) takes the form Fig. 330

S „ = 2 * 0 (*x—x0) +  2xx (xt —xx) +  . . .  +  2xn (xn+1- * n) =  
=  2ûa (q — 1) [t + ÿ a +  ÿ4 +  . . .  +<7an]

*) This is possible if both limits a and b hâve the same sign 
(nelther can be equal to zéro). In the preceding method. the numbers 
a and b may be arbitrary.

•> The rectangles border on the ordinates ot the straight line 
y s 2 x  on the left.
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ln square brackets we hâve a géométrie progression with 
ratio qa. Summing, we find

S„ =  2 a * ( ? - 1 )
qUn+i)^ J 2a2[(qn + *)*- 1J 

q +  1
or, by virtue of (14),

S» = Q+ 1
2 (b2- a 2) 

Q+ I (15)

As the number n increases without bound, the ratio q, as is 
évident frpm (14), tends to unity:

lim <7=1 (16)

The lengths of ail subintervals approach zéro. By virtue of 
(15) and (16) we hâve

lim Sn =  b2—a2

b

J 2x d x = b * —a*

3 1 5 . P ropertles of the Definlte Intégral

1. Interchanging the limiis of a definite intégral does not 
change the absolu te value but only the sign:

b a

^ f ( x ) d x =  — ^ f ( x ) d x  (1)
a b

Thls follows from com par ing  the  sums S n which correspond to 
the two intégrais .

2.
b c b

J ( * ) d * = J / ( x ) * f + $  /M « f r  (2)
a P c

This property is explained in Fig. 331 (area a A B b  — area 
ûi4Cc-f-area cCBb), but it also holds true when the point c 
is exterior to the interval (a, b).
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2a. In place of one additional point ct we can take seve- 
ral. For three points A, /, m we hâve

b k i m b
J /(JC) djc= J /(JC) djc+  ̂ /(JC) djc+ J /(JC) J f(x) djc 
a a k l m

The order of the points is immaterial; of practical impor­
tance is the case when a, A, /, m, h are taken in increasing 
(Fig. 332) or decreasing order.

3. The intégral of an algebraic sum of a fixed number 
of terms is equal to the algebraic sum of the intégrais of 
the sépara te terms. For three terms,

b
$[M *)+M *)-/s(Jc)]< iJC =
a

b b b
=  $  / j  M  dx+  J  /*  (JC) dx— J  /a  (JC) dx (3)

a a a

4. A constant factor can be taken outside the intégral 
sign:

b b
 ̂ mf (x) d x = m  J f (x) dx 

a a
(4)
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316. Geometrlcal Interprétation of the Definlte Intégral

Consider the integra! .
b

J / (x) dx (1)
ü

where the Iower limit is less than the upper (a < b).l)
If the function / (x) is positive within the interval (a, b) 

(Fig. 333), then the integra! is numerically equal to (Sec. 314) 
the area rovered by the ordinates of the graph y = f ( x )  
(aADEBb ip Fig. 333)

If the function I (x) is négative within (a, b) (Fig. 334), 
then the absolute value of the integra! is equal to the area 
covered by the ordinates. but is négative.

Now let f (x) change sign once or several times in (a, b) 
(Fig. 335) The intégral is then equal to the différence of 
two numbers, one of which (diminuend) expresses the area 
covered by positive ordinates, and the other (subtrahend), 
the area covered by négative ordinates (cf. Sec. 315, Item 2a).

X) The case a >  b reduces to th a t  under considéra t ion  by v l r t u e  of 
Sec 315,  Item 1.

Fig. 333 Fig. 334

Fig 335
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Thus, for the case depicted in Fig. 335,
b
J / M àx — (5t -F Sa +  56) — (S2 -F S4)
a

Example. The intégral J 2 xdx is eq-
-2

ual (Sec. 314, Example) to I2 — ( — 2)2 =  
=  —3. This number isequal to the diffé­
rence between the areas (Fig. 336)

ObB =  — ObbB =  \

anc* OaA — ~  aO • Aa =  4 Fig. 336

317. Mochanlcal Interprétation of the Definlte Intégral

1. The path of a material particle. Let a particle be in 
motion in some direction with a velocity

v =  l(t)

where t is the duration of motion. It is required to find the 
distance s covered by the particle from time t =  T l to time 
t =  T2.

If the velocity is constant, then 
s = ü ( r 2- 7 \ )

But it the velocity varies, then in order to find s we hâve 
to partition the interval of time into subintervals

(T’i. *i). (/. *«>................................. (*n. T*)

Let Xi be some instant of the in ter val (7\, tx), xa some 
instant of the interval (/lf /2), etc.

The quantity / (tx) is the velocity at time the pro- 
duct f {Vi) (t1 — T l) expresses approximately the distance co­
vered during the first interval of time. In exactly the same 
way, f(x2) ( /2 — t x) approximately expresses the distance 
covered in the second interval, etc. The sum

«»==/ (*i)  ( * i - 7 \ )  +  / (Tg) ( / . - / J +  • • .  + /  (Tw+ l) ( r 2 - / „ )
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describes the distance s the more precisely, the smaller the 
subintervals. The limit of the sum s„, i.e. the intégral 

T t

Tt
yields the exact value of the distance s.

Example. The velocity of a particle increases in propor­
tion to the time that has elapsed starting from some initial 
instant:

v = m t
Find the distance covered from the initial time to time T.

Solution. The required distance is expressed by the inté­
gral of the function mt\ the lower limit is equal to zéro; the 
uprer limit is T:

T T  
s =  J mt dt =  m J t dt 

o o
(Sec. 315, Item 4) We know (Sec. 314, Example) that 
b b

Hence (Sec. 315, Item 4),  ̂
a a
For a = 0, b = T  we hâve

T

s —m  ̂ t d t =  ~y  mT2 
o

2. The work of a force. If a constant force P acts on a 
material particle moving in the direction of the force, then 
the work A of the force over the line segment (slf s2) is 
found from the formula

A =  P ( s2 — s1)

But if the force P maintains its direction of motion and 
its magnitude changes depending on the distance s, i. e. 
P =  /(s), then the work is found from the formula

s*
A = ^ f ( s ) d s

S»
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318. Evaluatlng a Defini te Intégral

Theorem 1. If m is the smallest and M the greatest value 
of a function f (x) in an interval (a, b), then the value of 

b

the intégral  ̂ f (x) dx lies between m(b—a) and M (b—a). 
a

For a <  b we hâve
b

m (b—a) ^   ̂ f (x) dx ^  M (b —a) (1)
a

For a > b the inequalities are reversed.
Geometrically, the figure shown hatched in Fig. 337 is 

(in area) greater than the rectangle ablk and less than abLK.
6

Example. Evaluate the intégral  ̂ 2xdx.

Solution. The smallest value of the function 2x in the 
interval (4,6) ism  =  2 - 4 =8 ,  the greatest value M — 2 -6 =  12.

Finally, b—a = 6—4 =  2. Hence, the intégral lies between 
8- 2 =1 6  and 12-2 =  24;

b

16 < J 2xdx < 24
a

Its exact value (Sec. 314, Example) is 20.
Theorem 2. If at every point of the interval (a, b) the inequalities 

U) < f U) <  <FU) (2)
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hold. then
b b bJ dx <  J  / (jc) dx <  J  <p fjr) dx (3)

a a a

Geometrlcally (Fig. 338), the area aA Bb  <  area aCDb <  area aEFb. 
Theorem 1 is a particular case of Theorem 2 [it>(x)=m, <p(x)=M1. 
Note. Theorem 2 asserts that the inequalities can be Integrated. 

But the inequalities cannot be differentiated.

318a. The Btmyakovsky Inequallty

The évaluation of an intégral by formula (1), Sec. 318, is ordi- 
narlly very-fough. There are a number of formulas that enable one 
to obtain a more exact évaluation. An important one is the Bunya- 
kovsky inequality:

bJ f  (x) g) (x) dx

a b b
< J [ /  (x)]* d x j[< p  (x)]*dx

1
Example. Evaluate the intégral V \+ x *  dx.

Represent the integrand in the form 1 • V 1 +x* so that / ( x ) = l ,  
q> (x)= 1 + jc* The Bunyakovsky inequality yields

whence

1 1 ______ 1 4
/ * <  J  1* dx J t ^ l + x * ) *  d x = J  ( l + x « ) d x = Y  

0 0 0

/ <  <  11 5 5Vz
Formula ( 1), Sec. 318, would hâve given (M-VY); /<  V"2 < 1 .4 1 5 . 

The true value of the intégral (found by the method of Sec. 323) is

/ = - | - K l + * •+ -! . In (x + Vx>+ <) |ô =4" V 2  + T ln (> + ^ 2  )=  1147 . . .

319. The Mean-Value Theorem of Intégral Calculue

The definite intégral is equal to the product of the 
length of the interval of intégration (a, b) by the value of * 2

V. Ya. Bunyakovsky (1804-1889), noted Russian mathemati- 
cian, made contributions to number theory and probability. Transla- 
tor's note: the names Schwarz. Cauchy and Cauchy-Schwarz inequality 
are also encountered in*the literature.

2> The mean-value theorem breaks down when the concept of the 
intégral is extended to the case of a discontinuous function (Scc. 328).
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the integrand at sonie point £ of the interval (a, b):
b

J f (x) d x = ( b —a) f (!)
a

( 1 )

Explanaiion. In Fig. 339, let us displace KL from the 
position CD to the position EF. At the beginning, the area

b
AKLB is less than J / (x) dx (et. Sec. 318, 

a
Theorem 1), at the end, it is greater. At 
some intermediate time the following equa-

b

F

L

D

lity must hold: area AKLB= J  f (x) dx.
N £

£  b X

FIS. 339The base of the rectangle AKLB is 
AB —b—û, and the altitude, the ordi- 
nate NM,  corresponding to the point N (£) of the interval AB. 
Hence

b
(b—a ) t ( l ) = ^  f (x) dx 

a

Note 1. The mean-value théorertï establishes that Eq. (1), 
where £ is regarded as the unknown, has at least one root 
that lies between a and b.

Example. For /(*) =  2x, formula (1) takes the form
b
^ 2 x d x = ( b - a ) 2 t ,  (2)
O

The theorem states that £ lies between a 
and b. Indeed, the intégral is equal to 
62—a2 and formula (2) yields

y   W -a *   a + b
t ~ 2  { b ~ a ) ~  2

i.e. £ is the arithmetic mean l>of a and b.

l) The geometrical formula (2) expresses the 
familiar theorem on the area of a trapejoid 
(ACFB  in Fig. 340; A B = b - a  is the alt itude, 
N M  = 21 is the médian).
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N o t e  2.  Actually, the mean-value theorem of differential calculus 
(Sec. 264) differs from the theorem of this section in notations alone. 
Dénoté the intégral of formula (1> by /' (x). Formula (1) becomes

b
J  f  (x ) d x  =  (b-a)  f' (fc)
a

Here the left-hand side is equal to / {b ) - f  (a) (see Sec. 322 below) 
and we get the Lagrange formula

f ( b ) - f ( a )  = (b-a)  f' (l)
[as applied to a function f  {x) with a continuous dérivative].

3 2 0 . The Definlte Intégral a s a Function of the Upper Llmlt

b

Given fixed limits a and b, the intégral J f (x) dx of any
a

function f {x) has a definite numerical value. But if the upper 
(or lower) limit is capable of taking on a variety of values, 
then the intégral becomes a function of the upper (or lower) 
limit. Its aspect dépends on the form of the integrand f (x) 
(and also on the value of the constant lower limit). The cha- 
racter of the dependence is discussed in Sec. 321, Theorem 2.

1
Example 1. The intégral J 21 dt has the numerical value 1, 

o
2 3

the intégral J 21 dt has the value 4, the intégral J 21 dt, the
o o

X

value 9, etc. Hence, J 21 dt is a function of x; it is expres-
o

sed by the formula
X

^ 2 t d t = x *  (1)
o

Note. In formula (1), the variable of intégration and the 
variable upper limit are denoted by different letters (t and x) 
because these variables play different rôles in the process of 
intégration. Namely, we <first evaluate (Sec. 314) the limit 
of the sum

Sn =  2xl (t x -  0) +  2 t 2 (t2 - / , ) + . . . +  2 t „  + ! (x -  tn)
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i-ere t ly t2, . . . ,  tn are taken from 0 to x, and the numbers
t t2, . . .  belong to the intervals (0, tx) (tlt t2)........... In
-u:$ process, x remains constant.

Theti x is subject to change; this time we do not deal 
* :r.h the variable t.

H in place of (1) we Write
X

 ̂ 2x d x = x 2 (2)
o

-.en the above-indicated différence is blurred.
Nevertheless, the notation (2) is frequently employed and, 

£enerally, we hâve
X

\ f ( x ) d x  (3)
a

or, also, J f ( t ) d t , J f (s) ds, etc. . The tact of the matter

.s that after performing the intégration the variable limit 
“as the same meaning (geometrical, mechanical, etc.) as the 
variable of intégration (see Examples 2 and 3).

Example 2. The area 5 of a triangle 
OPM (Fig. 341) is expressed by the in-

a

îegral J x dx:

S = \ xt ix~ T (4)
Fig. 341

Let the ordinate PM be moving; then the intégral (4) is 
a function of the upper limit; accordingly, we Write t in 
place of a:

t

S =  5 xdx =  Y  (5)
0

The notation (5) is flawless but inconvénient because in 
the formula 5 = - — the letter t is the abscissa, whereas we 
used x to dénoté the abscissa. That is why preference is
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frequently given to the not qui te exact notation

<«>
0

Example 3. The velocity o of a freely falling body is 
given by the formula

v = g t  (7)
The distance s covered by a falling body in the time interval

T

(0, T) is (Seç. 317, Item 1) equal to the intégral  ̂ gt dt:
0

T

s =   ̂gt dt =  ~y gT* (8)
o

The notation (8) is flawless, but in formulas (7) and (8) 
the arguments are denoted differently, whereas their physical 
meaning is the same. Therefore in place of (8) one writes

t

s= J gt dt="Ygt*
0

3 2 1 . The Dlfferentlal of an Intégral _

Theorem 1. The differential of an intégral with variable 
upper lim itl) coïncides with the integrand expression:

X

d ^ f ( x ) d x = f ( x ) d x  (1)

Formula (I) may be written more preclsely as d J f (t) d t= f  (x)dx
a

(see Sec. 320).

Example.
X

d ^ 2 x d x = 2 x d x  (la)
o

*> An intégral with variable upper limit x is always a difteren* 
fiable f une t ion of x.
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Let iis verify this equality. We hâve (Sec. 320)
X

 ̂ 2xiix =  x*
0

Differentiating, we obtain (la).
Note. From (1) we get

X

± ^ f ( x ) d x  =  f(x) (2)
a

In words, the dérivative of an intégral with respect to the 
upper limit coïncides with the integrand function. This pro­
position may be stated otherwise.

Theorem 2. An intégral with variable upper limit is one 
of the antiderivatives (Sec. 293) of 
the integrand function.

Explanation of formula (1). The 
area of A LM P (Fig. 342) is expres-

X

sed by the intégral  ̂ f {x) dx. When 
a

x is increased by dx =  PQ, the area 
of ALMP receives an incrément 
PMNQ , which is divided into the 
rectangle PMRQ and the curvi- 
linear triangle MNR.  The area of the rectangle is equal 
to PM PQ =  f (x) dx; it is proportional to dx, while the area 
of the triangle MNR  is of higher order than dx (in Fig. 342, 
it is less than MR ■ RN =  dx Ay). Hence (Sec. 230) the integ-

X

rand f(x)dx  is the differential of the intégral ^f(x)dx.
a

Explanation of formula (2). If f (t) is the velocity of a
t

particle at time /, then  ̂ f (t )dt  (Sec. 317, Item 1) is the
a

distance s covered by the particle during the time ihat has 
elapsed between the initial time a and the time t:

t
s = ^ l ( t ) d t (3)
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t

The dérivative j f  — j î  J t (t)dt is the velocity of the particle 
a

t

(Sec. 223). Hence, -  $ f[t) dt =  f (t).
a

3 2 2 . The Intégral of a Dlfferentlal.
The Newton-Leibniz Formula

The theorem given below reduces the computation of a 
definite intégral to finding an indefinite intégral (cf. Sec: 323).

Theorem. The intégral of the differential of a function F (x) 
is equal to the incrément to the function F (*) over the inter- 
val of intégration:

b
\) dF(x) =  F( b ) -F (a )  (1)
a

In other words: if F (x) is some antiderivative of the 
integrand function f (x), then

b

J f (•*) d x = F  (b)—F (a) (2)
a

Formula (2) is sometimes called the Newton-Leibniz 
formula. l)

Example 1. We hâve (Sec. 314)
b

J 2x dx—b2—as (3)
a

The integrand expression is the differential of the function 
x2 (dx2 =  2x dx). When passing from x = a  to x = b , the fun­
ction x2 receives the incrément b2—a2. Formula (3) expresses

>) The name is Justified only insoiar as Newton and Leibniz were 
the first to use the relationship between différentiation and intégra­
tion to find intégrais. But they did not give formula (2) either in 
words or as a 1 itérai expression. In geometrlcal form the theorem of 
this section (as also Theorem 1. Sec 321) was established by Barrow, 
Newton’s teacher.
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the fact that the intégral is equal to this incrément.
b

Example 2. Find the intégral J 3x2dx.
a

Solution. Noting that the integrand expression is the diffe- 
rential of the function x3, we obtain, by formula (2)

b b

J 3** d x =  J d  (jc»)= 6 » —a» (4)
a a

b
Exportation. The intégral J  3x* dx is (Sec. 314) equal to the limit 

a
of the sum

3*jj <*i-*„) + 3xJ ( x , - x t) + .  . •+ 3 * * _ 1 (xn- x n_ !)  + 3x3 (xn+1- x n) (5)

The first term is the differential of the function x* for the interval 
(x0. xt ), the second, for the interval (X|, x.), and so on. Replace each 
differential by an appropriate incrément. We obtain the sum

(x j-x 3) + (x3- x 3)+ . . .  + {x * -x % _ l ) + (x*+1- x 3) (6)

Remove parenthèses. AU terms, except x2=a3 and x3+1 = 6* cancel, so 
that the sum (6) is exactly equal to b*-a*.

A number of errors are committed in passlng from (5) to (6 ) but 
each one of them is of higher order than the correspondlng incrément 
of the argument. Therefore, despite the accumulation of errors, their 
sum is inftnitely small, whlch means that for an unbounded increase 
in the number of terms o f  (5), the expression (5) differs from b*-a*  
by an infinitésimal. In other words, b*-a*  is the limit of the sum 
(5), i.e.

b
J  3x* d x = b * -a % 
a

The general formula (1) is derived in the same manner.

Mechanic&l Interprétation. Let a particle be in motion in 
sonie direction and let F (t) be the distance of the particle
from the initial position at time t. The dérivative = / (f)

b

is (Sec. 223) the velocity. Hence the intégral J / (/) d i  exprès-
a

ses (Sec. 317) the distance s covered between time t = a
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and t =  b:
b

s = \ n t ) d t  g)
a

But at time t =  a the distance from the initial point is F (a), 
at time t = b  the distance is F (b). Hence

s =  F ( b ) - F  (a) (8)
Comparing (7) and (8), we get

$ f ( t )d t  =  F ( b ) - F ( a )

3 2 3 . Computing a Definlte Intégral by Means 
of the Indéfini te Intégral

b
Rule. In order to evaluate the definite intégral J t(x)dx,

a
it is sufficient to find the indefinite intégral ^f(x )dx ,  subs-
titute into this expression, in place of xf first the upper limit, 
then the lower limit, and then subtract the second quantity 
from the first.

This rule is based on the theorem in Sec. 322.
Note. The additive constant of the indefinite intégral need 

not be written out, since it disappears in subtraction.
3

Example 1. Find J 3x% dx.
-2

Solution. We find the indefinite intégral

J 3xa d x = * 3 +  C

Substituting x =  3, we find 27 +  C; for x = — 2 weget —8 +  C 
Subtracting the second from the first, we obtain

3

J 3x2dx=(27-{-C)— (—8 + 0 = 2 7 — (—8 )= 3 5  (1)
- 2

The additive constant C disappeared in the subtraction.
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n

Example 2. Find  ̂ s\n x dx
o

Solution. We hâve J sin x dx =  — cos x (we droo the addi- 
tive constant) Hence 

n
J s in x d jc = — (cos ji—cos 0 |= 2  (2)
o

Notation of substitution The notation

f ( * ) P  or [F{x)\b (3)
| o  a

dénotés the same as F (b)— F (a). For example, in place ot

— Icos n — cos 0] one writes — cos x l'or (— cosxl* .lo *o
a

Example 3. Find f .
J  a * + x *
0

Solution.
a

\  .a* i  — [" — arctan l û =— arctan 1—~  arctan 0 =  -£- J a* + jr4 I a a l 0 o a 4a
0 L J

Example 4.
5
Ç dx __ 1 I 5 _  1 . 1 _ 2
J  ( j t -  2)* j r - 2  L  —  3 ' 1 3
3 3

3 24 . Definlte Intégration by Parts

Intégration by parts (Sec 301) may be applied directly 
to a defini te intégral through the use of the formula

*i xt
J u d v = u v  | **— J vdu  (I)
*» *’ *.

It ls better to use formula (I) than to first compute the indemnité 
intégral, particularly when intégration by parts is repeated.
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y  3
Example 1. / =  J

o
Setting

x'i d x  
(1 + x 2)* '

we find

K3

“ = * • d v = T T ^ = d [ - Ü Î T ^ ]  

y  3
/ =  J xd  £ — 2 (1 +x*)J =

/3
2M+*2)| +

+  S 2lTïT*7= — "T” +  T  arctan / § = - x  +  T  *  0-307

Example 2. /= ^ x s in x d x .

We hâve
ji

f  *■
/ == J x d (— cos x) =  — x cos x | Q J cos x dx 

o o
The first term vanishes and we obtain

/==sinx = 1  
I o

3 2 5 . The Method of Substitution In a  Defini te  
Intégral

Rule. To evaluate the intégral J f (x) dx we can introduce
*i

an auxiliary variable z connected with x by some relation. 
The integrand is transformed, as in the case of indéfini te 
intégration (Sec. 300), to the form f1 (z)dz. It is also neces- 
sary to replace the limits xx and x2 by new limits zx and z2
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-! such fashion that these values of the variable z are asso- 
; ated with the given values xlf x2 of the variable x. If this 
5 possible, then we hâve l)

x t z t

^ f ( x ) d x = ^ f l (z)dz (1)
Xt ZX

Example 1. Find
13

5 V ï x ^ ï d x
5

Solution. Introduce the auxiliary variable z connected 
*ith x by the relation

z =  2x — 1 (2)
Expressing x in terms of z, we obtain

The integrand V 2*— 1 dx is transformed to

2 z 2 dz

The limits jcx =  5, *2= 1 3  must be replaced by new limits 
zlt z2 by formula (2):

Zj =  2*i — 1 = 9 , z2= 2*a — 1 =25  
According to (1) we hâve

13 25 i I  25
S d x = l  =  = 3 2 |
5 9

+û
Example 2. Find  ̂ V a 2—x2 dx.

-a
Solution. The substitution

* = a s in f  (4)

O It is assumed that: ( 1 ) the relationship between * and z  may 
be expressed by the formula x=<p (2), where the functlon <p (2) has a 
continuous dérivative in the interval (2„ z t )\ (2 ) the function / (x) is 
continuous for ail values assumed by x  when 2 varies in the interval 
Ui. z*)-
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reduces (Sec. 303, Example 1) the integrand to the form

a2 Y 1 — sin2 / cos t dt =  ± a2 cos2 t dt (5)

The upper sign is taken if t belongs to the first or (ourth 
quadrant, the lower sign if it lies in the second or third. 

The new limits t lt t2 must be chosen so that

— a =  a s i n t lt a =  û s in /2

This is possible (and in two vvays). We can take

Then t varies within the fourth and first quadrants, and 
so we take the upper sign in (5) and obtain

J Y  a2—x2 dx =  àl J cos2 / dt =  -y +  ÿ  sin 2/ )
it
2

_ 7 T Û *

2

We can also take

t t —i lfi “ T ’ 2~ Y
But then we take the lower sign in (5) and obtain

n
2

n
+ a 2

J  Y  al —x2 d x = — a2 J cos2 1 dt='^j-
- a  3n

2

If we take the upper sign in (5), the resuit will be in­
correct:—^

Note. Themethod of substitution can lead to mistakes if the 
condition specified in the rule is not fulfilled: namely, if there 
are no such values z lt z2 to which the given values xit x2 
of the limits of intergration can correspond. Mistakes of this 
nature are encountered in Example 3.
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Example 3. Evaluate the intégrais 
J _

” 2 +1
' » =  f  VTTx* dx, / , =  f  VT̂ x*dx 

-1 -1
which differ solely in the values of the upper limit.

Let us try to introduce an auxiliary functlon:

x«=2 <6)

When transforming the integrand Vl~x* dx, we replace the factor 
V \ ~x* by the expression V\-z. To transform the factor dx, express x 
in terms of z: this yields

* =  ±  VI (7)

The simplest thing would seem to be to take the substitution

x= + y  z (8)
But then it is impossible to replace, in the intégrais / ,  and 12, the 
lower limit x, = - l  with the new limit z t , to which, by formula (8). 
would correspond the value * = - ! .  We therefore take the substitution

i =- K7 (9)
and at tempt to apply it first to the intégral I x. Now, the values of 
the llmits jct = - l ,  x ,=  correspond to the values z x-  1. z ,=  1
From (9) we obtaln

and by formula (1) we get

__1_
2

d x - - dz
2 VI

- 1 I

4 *

(10)

(11)

or, lnterchanging the limits.

1

2
4

( 12)

Introduce a new auxiliary fonction:
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w h i c h  y i e l d s  t h e  n e w  l i m i t s

/ . = ] / "  —p - = K 3 - '«=c

T h e  c o r r e s p o n d i n g  s u b s t i t u t i o n  w i l l  b e

1
:1 + ** dz=  -

a n d  w e  o b t a i n

2 /  dt 
( 1  +t*)2

V~3

S ' [ ' T T f ^ ] = S <! + '•»’
y 3

A s  I n  E x a m p l e  1 .  S e c .  3 2 4 ,  w e  h n d

/ , =  - ^  +  - £ -  «  0 . 3 0 7  8 b

(14)

I f  i n  p l a c e  o l  ( 9 )  w e  e m p l o y  t h e  s u b s t i t u t i o n  ( 8 ) ,  w i t h o u t  n o t i c i n g  
t h a t  t h e  c o n d i t i o n  g i v e n  l n  t h e  r u l e  i s  v i o l a t e d ,  t h e n  i n  p l a c e  o f  ( 1 2 )  

1 __
w e  get - — s /  a n d  f°r l i w e  o b t a i n  t h e  w r o n g  v a l u e

4
( - 0 . 3 0 7 ) .

A s  f o r  t h e  I n t é g r a l  I t , n e i t h e r  s u b s t i t u t i o n  [ ( 8 )  o r  ( 9 ) J  1s s u i t a b l e  
b e c a u s e  t h e  f o r m e r  f a i l s  t o  y i e l d  t h e  l o w e r  l i m î t ,  t h e  l a t t e r ,  t h e  u p p e r  
l i m i t .  I f  b y  m i s t a k e  w e  t a k e ,  s a y .  t h e  s u b s t i t u t i o n  ( 8 ) .  t h e n  f o r  / 2 w e

g e t di,  w h i c h  i s  z é r o .  T h l s  i s  a b s u r d  s l n c e  t h e  i n t e g r a n d

y  1 - * *  i s  p o s i t i v e  t h r o u g h o u t  t h e  i n t e r v a l  o f  I n t é g r a t i o n .
T o  e v a l u a t e  l t  w e  c a n  s p l i t  i t  u p  i n t o  t w o  t e r m s  a s  f o l l o w s :

0 i
/ ,=  J ’ dx + f  V \ Z x *  dx

-1  0
W e  a p p l y  s u b s t i t u t i o n  ( 9 )  t o  t h e  f i r s t  s u m m a n d ,  a n d  s u b s t i t u t i o n  

( 8 )  t o  t h e  s e c o n d .  E a c h  o f  t h e  t w o  t e r m s  b e c o m e s

t
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vo that
1 ___

/.=  $ ~ ] / lj=r iz <15>
0

This is an improper intégral (Sec. 328) because the integrand has 
a discontinuity at the point z=0 . However, we can still apply substi­
tution (14) (because the function z = j + fi  is monotonie; see Sec. 328,
Note 3).

We find that

< - î
/* dt 

(1 + /*)*

Thls intégral 1s also improper (Sec. 327). Nevertheless, we can apply 
(Sec. 327, Note 1) intégration by parts, so that proceeding as in 
Example 1, Sec. 324, we find

“ô2 (1+/*)

The first term is equal to zéro, and we finally obtain

+ 00 + 00 (»
+ s

0 0
C <“J 2(1+/*)

+ oo
i 1 f dt 1 f ,
/#=T  J T T F = T arctan/

+  OO

= - ^ - «  0.785 4

32 6 . On Improper Intégrais

The concept of a definite intégral was introduced (Sec. 314) 
for a finite interval (a> b) and for a continuons function f (x). 
A number of spécifie problems (see examples in Secs. 327 and 
328) lead to an extension of the concept of an intégral to 
cases of infinité intervals and discontinuous functions. This 
is attained by performing another passage to the limit in 
addition to the limit process of Sec. 314. Intégrais obtained 
by such a double passage to the limit are called improper 
intégrais in contrast to the intégrais introduced in Sec. 314, 
which are called proper intégrais. In Sec. 327 we consider 
improper intégrais of the first type (with one or two infinité 
limits), in Sec. 328 we consider elementary improper intégrais 
of the second type (of a discontinuous function).
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3 2 7 . Intégrais wlth Infinité Limite 

D é fin it io n  1. If an intégral 
*5 f (x)dx  (!)
a

has a finite iimit as x' -► +oo, then this limit is called the 
intégral of the function f (x) front a to infmity and is denoted

+ »
J f (x)dx  (2)
a

Thus, by définition
+  OD X'

[ f (x) dx =  lim f / (x) dx (3)
J  x ' -* + ® Ja a

If, as x ' -f-f-oo, intégral (l) has an infinité limit l) or hasno 
limit at ail, then we say that the improper intégral (2) di­
verges. If intégral (2) has a finite limit. we say that the 
improper intégral (2) converges.

+ œ
Example I. Find the intégral J 2~*dx.

o

Solution. We hâve

J 2~x dx — 
0

ï
When the intégral J* f (x) dx has an infinité limit as X* -*• + » ,  

a

we say (condii ionally) that the improper Intégral 

+ 00
Infinité value, and we write j /(x )d * = ® .

+ ®
J  f  (x ) dx  has an 
a
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A s * '- * +  oo this expression has the limit ^  . Hence
+  CD X'

[ 2-*d* =  lim C 2~* dx =  r !— «  1.4
J + ,n20 0

x'
Geometrical interprétation. The intégral J 2 ~*dx ls de*

o
picted by the area OBB'D (Fig. 343) under the line y = 2 ~ x. 
As the ordinate B B' recedes, the area OBB'D increases but
not without bound. It tends to . We say that the area of

the infinité strip under the line y =  2~x is equal to

Exportation. Let us consider the step-like figure in Fig. 343. 
The first rectangle OACD has 
an area 0D-0A =  1*1 =  1, the
second, an area AK AN =  y  1 =

=  — , the third, an area -J- ,
etc. As the number of rectangles 
increases, theiroverall area tends 
to 2 (the sum of an infinitely 
decreasing progression). The num­
ber 2 is naturally considered a measure of the area of the 
infinité step-like strip The area of the infinité curvilinear 
strip is still less.

+ 00
Example 2. Find J ^ .

1
X*

Solution. The intégral J ^  =  In x' has an infinité limit as 
1

The required improper intégral diverges.1* * p.

1

r
D t*

KjtL

0 A BN * X

Fig. 343

») M then has an infinité value:

p. 472.

See footnote  on
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Geometrically, the area of the strip AA'B'B (Fig. 344) 
under the hyperbola !/ =  ~  increases without bound (the in­
finité curvilinear strip has an infinité area).

Example 3. Two electrified balls with positive charges ex 
and e2 electrostatic units are attached 
to a plane surface R cm apart. The 
bail carrying charge e2 is released and 
it recedes from ex due to the force
of repulsion of charges F =  — 1 (r is
the variable distance between the cent­
res in centimètres, F is the magnitude 
of the force in dynes).

The work of the force F over the 
interval (R, r ') is expressed (in ergs) by the intégral (Sec. 317)

S ej£ dr =  ele2 ( n  “ )
R

The improper intégral
+ QO

expresses the total reserve of work of the System at hand. In 
physics this quantity is termed the potential.

a
Définition 2. The limit of the intégral J f (x ) dx  as

x"—►— oo is called the intégral of the function f (x) from 
— oo to a:

a a

J / (x) dx=* lim J f [x)dx  (4)

Convergence and divergence of the improper intégral
a

\ {x)dx is to be understood as in Définition 1.
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Définition 3. The intégral of a function f (x) from 
— oo to -j- oo :

+ OD
 ̂ f(x)dx (5)

— OO
is the sum

J f ( x ) d x +  J f(x)dx (6)

It is independerit of the choice of a. lt is assumed that both 
improper intégrais (6) 
converge.

Intégral (5) expresses 
the area of a strip under 
the curve y = f ( x )  exten- 
ding to infinity in both 
directions (curve VAU in 
Fig. 345).

Example 4. Find the 
area of the infinité strip
under the curve y =  - sa --2- (the versiera, or the Witch of
Agnesi, Fig. 345; see Sec. 506).

Solution. The desired area is given by the integra)

r  a3 dx __  Ç a3 dx . f  a3 dx
j  a2 + x 2 J a2 + x 2 ' j  a2+ x2 (7)

Since f  a3 dx 
J a*+x* — a

2 arctan —  , it follows thata

f , Qa dx ___ai arctan— =  .
J a2+*2 x'-̂  + co a

n u 2
2

The first summand is evaluated in similar fashion and we get

f JÜJ a«■
dx = jur («)
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Note / The basic formula

J  / (Jt) dx = F (b) -  F (a) 
a

+ ce

as applied to (he convergent Intégral J  f {x) dx is of the form
a

03
J / (x) d x - F  ( « ) - F  (a)

The symbol F (<x>> dénotés lim F (x') 
x'-*a>

The formula for intégration by parts is applied in similar fashion.
QD

To compute the improper intégral J  / (jc) dx we can also use the
a

method of substitution, provided that the functiop x=<p (?) is mono­
tonie.

Note 2 It is sometimes advantageous to convert a proper intégral 
into an improper one. Jhus .  in computing the intégral

JT
T

f  sin * x cos* jc dx
(9)J (sin3 x + cos3 jc)1 

0
t

lt is best to introduce the auxillary function
tan jc—2 (10)

Thls yields
00 00
Ç 2* dz 1 _  1

( H )J ( 1 +2*)* 3(1 + ?3)
0

~  3
0

Transforming intégral (9) to the form (11), we regard the given 
Intégral as the limit of the intégral

x '
f  sin* k cos* jc dx ^  v_
J ( sin3 jc + cos3 x)* 8 2
0

3 2 8 . The Intégral of a F une t ion wlth a Dlscontln: Ity

Définition 1. Let a function f (x) be discontinuons at the 
point x = b  and continuous at alT other points of the interval 
(à, b).
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x'

l f(x)dx ( ! )
a

nas a finite limit as x ' tends to b (remaining less than b), 
:hen this limit is called the improper intégral of the function 
• (x) jrom a to b and is denoted in the same way as the 
similar proper intégral:

b x'
[ f ( x )d x  — lim [ f ( x )d x  (2)
a a

For proper intégrais, proo/ is provided for iormula (2), 
but for improper intégrais it is taken as a définition.

A similar définition for the improper integra! is given 
when f (x) has a discontinuity at the end-point x =  a alone 
of the interval (a, b).

Convergence and divergence of an improper intégral are 
to be understood as in Sec. 327.

Définition 2. If f (x) has a discontinuity only at some 
interior point c of the interval (a, b), then 

b c b
 ̂ I (x) dx =   ̂ I (x) d x +   ̂ I (x) dx (3)

a a c

It is assumed that both improper intégrais on the right 
converge.

Formula (3) is proved for proper intégrais; here, it serves
b

as a définition of the improper intégral J / (x) dx.
a

Note 1. Définition 2 may be extended to the case when 
there are two, three, etc. points of discontinuity in the
interval (a, b) For instance, for two points c', c" we hâve

b s  c* b
J / (x) /tx =  J / (*) dx +   ̂ / (JC) dx +  J 1 (x)dx (3a)
Ü Ü c’ c"

Example 1. Find
a
f a 2
)
0
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This intégral is improper because the integrand function 
is discontinuons (becomes infinité) at x = a .  The intégral 
converges because the function

a2 dx 
V a 2- x 2

-a2 arcsin ■

tends to the limit as x' ->a.  Hence

(4)

a1 dx na 2 /cx
7 p r ï r = -  <5>

0
Geometrically, the area of the

infinité strip KAOBLx) (that is, the 
limit of the area LSOB as the point 5 
tends to A\ Fig. 346) is equal to the area 
of the semicircle BOB’A\ hence, the
hatched figure going off to infinity is 
équivalent to the sector AOB'.

+ a " __
Example 2. Find  ̂ a —  dx.

This intégral is improper because the intégral becomes 
infinité at x =  0 inside the interval ( — a, + g ). By Défini­
tion 2 we hâve

+û __  o a
$ a y Ç d x = a i/3 J x - 2/3d x + a 6/3 \ x ~ 3l3 dx (6)

- a  - a 0

By Définition 1,

s x 2/3d x =  lim 
x' - o s

- c
x~ 2/3 dx =

=  lim 3 (a 1̂ 3 —x' 1/3) =  3û1/3 
x'-O

*) The radius a of circle O is a mean proportîonal between the 
ordinale of the line L 'BL  and the corresponding ordinate of the semi­
circle A'BA-, this makes it easy to construct the line L'BL.
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The same goes for the second term in formula (6) We 
final 1 y get

f  a

J a y £ d x = 6 a *

Geometrically, the area of the infinité strip ADLL'D'A' 
(Fig. 347) is three times the area of the rectangle A'ADD’ 
(so that the "infinité spire”
DLL'D' is equal to the square 
constructed on DD').

Example 3. In the expression
+ 1
C dxV - p -  the integrand is dlsconti- 

-I
nuous at  the point x=0. and the 

0 1
improper intégrais J  and J  JÎ* 

- I  0

diverge (because 

l
the intégrais J  = 1 — “ - a n d  J  —

- 1  x"
- I  hâve Infinité limlts as x' - * -0  and jr' -*> + 0). Hence, this 

expression is not in the least an 
improper intégral (in the meaning 
of Définition 2). The infinité st rip 
ADLL'D 'A '  (Fig. 348) under the
Une y = —— has an infinité area. x 9

Note 2. Applying the basic for­
mula of intégral calculus

b
/  /  (jt) dx= F (b ) - F  (a) (7)
a

1
to expression J  , we would 

-1
get the négative number - 2 ;

thls absurd resuit ^ th e  Integrand -  Is everywhere positive!^  is

+ 1

5 ^obtained because the expression is meaningless. Now if the
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Improper intégrais
c b
/  f (X) dx. J* f  ( X )  dx
a  c

entering into (3) converge, then formula (7) Is aiways true for the 
b

improper intégral j ‘ / (x) dx 
a

Note 3. As to intégration by par ts and by substitution, we can 
repeat Note 1 of Sec. 327.

329. Approxlmate Intégration

In practical situations we often encounter intégrais that 
cannot be expressed in ternis of elementary functions (Sec. 309) 
or involve cumbersome expressions. It often happens that 
the integrand function is specified in the form of a table or 
a graph. In such cases, the intégrais are found by approxi- 
mate methods.

Historically, the first was worked out by Newton in his 
method of infinité sériés (see Sec. 270). It is still used (on 
a more rigorous basis; see Sec. 402).

Another method, often called the method of quadratures, *> 
consists in substituting for the integrand function y = f ( x )  
a polynomial of degree n

P(x) =  a0x'I-+-a1x « - 1 +  . . .  +  ûn. 1x +  ûn (1)

such that for the given values x = x 0, x = x 1 . . . , x = x n 
(their number is r t+ l)  it has the same values as the func­
tion f (x).

Geometrically, the curve y = f ( x )  is replaced by a “para- 
bol a of degree n” y = a 0xn +  axxn~' + .  . . +  a„ passing through 
n + 1  points of the given curve.

The approximate computation of the values of the func­
tion f(x) from several of its given values /(x 0). f (xJ ...........
f (xn) is called interpolation, while the polynomial (1) is 
called the interpolation polynomial.

Integrating the interpolation polynomial, we obtain an ap­
proximate value of the intégral of the function f (jc).

’) It is also based on the ideas of Newton and was first developed 
by Taylor, Simpson, and others. Some of the latest work has been 
done by the Soviet mathematicians V. P. Vetchinkin and F. M. 
Kogan.



INTEGRAL CALCULUS 481

Example 1. For one given value y 0= f ( x 0) we obtain an 
interpolation polynomial of degree zéro:

P(x)=y0 (2)
The curve y = f ( x ) is replaced by the horizontal straight 

line UV (Fig. 349) passing through the given point M0 (x0ty0).
The approximate value of the 

integra!

* +T
h

X°+T
/  l (x)dx  «  J* Vo dx—ÿçh (3)

yields the area of the rectangle 
AUVB (in place of the area of the Fia. 349
curvilinear trapezoid A A’B'B).

Example 2. For two given values fo= / ( x 0), yi =  f + h)  
we obtain an interpolation polynomial of the first degree:

P M = y « + ^  <*-*») (4)
It represents the straight line (Fig. 350) passing through
the points (x0, i/o). !/i)* The corresponding
approximate value of the intégral

x9+h x9+h

j  f ( x ) d x *  J P W djt= i-(y ,+ yi)h (5)
*0 *0

yields the area of the straight-line trapezoid XqMqM ^ .  
Example 3. For three given values

y « = / (•*#). < /i= /(* o + * ). ÿ2= / ( * « + 2/j)
we obtain an interpolation polynomial of degree two:

P W = < / o + ^ °  ( * - * * )  ( * — * „ )  [ * - ( * 0  +  A > ]

(6)
We can verify the validity of formula (6) by substituting 

successively
x —Xq, x = x ô + h ,  x = x 0-\-2h

We obtain
P(Xo)=y#. P(x<t+à)=ÿi. P{xt+2h)=yt
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The formula becomes complicated if we arrange P (x) in powers 
of x. The expressions / / , - y 0 ( = At/0) and / / , - 2t/, + t/0 ( = A*p0) are the 
first and second différences (Sec. 258) of the function f (x)

The polynomial (6) is a parabola with vertical axis (Fig. 351) 
passing through three points: M0 (x0, z/0), Mx(x0-\-ht yx), 
^ 2  (xo +  y2).

Fig. 351

The approximate value n
x0 + 2h x 0 + 2h

J H x ) d x »  J P ( x ) d x = ± ( y <> +  4yl + y i)h  (7)
*o *0

yields the area of the parabolic trapezoid A0M0K'M1L'M2A2 
(in place of the curvilinear trapezoid A^ M ^ K M ^ M ^ ) .

Formulas (4), (6) peneralize to an arbltrary number of équidistant 
values of x. For four values we hâve

P <*>= yo + - ' ~ Vo (*-.*<,) + ( x - x 0) | * - ( * 0 +h)] +

+  ~ ~ 3 % h»3t,‘ ~  u “ Jr*) (x0+ft)J [x-(x.+2A )J

or. more succinctly,

P (*) = //o + T T < * -* o )  + — U\ i x - x 0) ( x - j t l ) +
2! A*’

A3i/0+— —  (x ~ x 0) ( x - x x) ( x - x t )

x0 + 2h
') Evaluation of the intégral f  P (x) dx iss implif ied  if we 

miroduce an auxiliary variable x - ( x 0 + h)=*.
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The corresponding general formula is known as Newton's interpolation 
hrmula.  From it, Taylor obtained (in nonrigorous fashion) an expan­
sion of the function f (x) in a power sériés (he put  x t =x0, x .= x 0, etc. 
and replaced the différences A*0. Ay0, A2y0> etc. by the differentials 
dx0, dyti% d 2y 0, etc.) (cf. Sec. 270).

330 . Rectangle Formulas

Using points x lt x 2, , x n ^ x (Figs. 352, 353) divide the
interval of intégration (a, b) into n equal parts, each of length

For the sake of uniformity, put a = x 0, b = x n. Use xXj%* x,^f

xi/o, . . .  (Fig. 354) to dénoté the midpoints of the subinter- 
vals (*0. *i). (*i, x2)t (x2, jc3).......... We set

/(*o)=yo. / (x i ) — yi> l ( X i ) = ÿ 2 <  ••• ;
/ ( * . / , ) = y-'/,• •••

The rectangle formulas are the following approximate equal- 
ities:

Fig. 352 Fig. 353

b

J +  +  (1)
a

b

$ / (JC) dx «  ^ £ [ y l +  «/j+ .  ..+< /„], (2)
a

b

(3)
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Expressions (1), (2), (3) yield the areas of the step-like 
figures in Figs. 352, 353, 354 (cf. Sec. 329, Example 1).

In most cases, for a given nt formula (3) is more accurrate 
than (1) and (2). As n increases, the accuracy of formulas (1),

(2), and (3) increases without 
ty  bound.

Note. The limiting error of 
formula (3) is

a  H
(A-a)s
24/1* Af, (4)

Ptg. 354 

empirical fonctions. in place of 
quantity | | ^  |

where M t is the greatest value of 
| f" (x) | In the interval (a, b). For 

Af* we take the greatest value of the

Example. Using formula (3) compute an approximate value 
of the intégral (for 10 ordinates: h =10)

o x 7sOIICMX

H y  i / 2  =  0.9975

x3 / 2 = 0 . I 5 y3 / 2 = 0 .9 7 8 0

* S /2= 0 .2 5 y5/2= 0 .9 4 1 2

jc7/ 2 = 0 .3 5 y 7/2 =  0.8909

x 9 / 2 = 0 .4 5  
x \ i / 2  = 0 .5 5

y9/2= 0 .8 3 1 6  

\ f \ 1 /2  =  0 , 7 6 7 8

* i 3 / 2  =  0-55 ^13/2=== 0 .7029

X15/2 =  0 -7 5 y 15 /2  =  0.6400

Jf17/2==0*85 y 1 7 /2  =  0.5806

jc j 9 / 2  —*— 0.95 9 / 2  =  0.5256

the sum j/ =  7.856l
1 ~  S y = 0-78561

The error amounts to roughly 0.0002.
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We hâve f"  (x) = 2 3 je2 -  1 The gréa test value of | f"  (x) | In the
(1+JC2)*

aterval (0, 1) is equal to 2 (it is reached at x=0). Substi tut ing Into (4) 
« = 10, M , = 2, we ftnd the l imiting error 0.00085. Hence, there is no 
sense in computing y t/  , y 3/ and so on to more than four places.'« /«

By formulas (1) and (2) (the values y0, yx, y2, . . .  are gi- 
ven in Sec. 331), we obtain /  «  0.8099 and /  æ 0.7599, i.e. the 
error is approximately greater by a factor of 50.

3 31 . Trapezold Rule

Using the notations of Sec. 330, we hâve
b

J  (1)

a
This is the trapezoid formula. It yields the total area of 

the trapezoids shown in Fig.
355 (cf. Sec. 329, Example 2 ).

Note. The limiting error ot 
(b — a)*

tormula (1) amounts to —7-77—z M t ,1 //i*
where M 3 is the largest value of 
1 f” (x) | in the interval {a, b) (cf. 
Sec. 330, Note.)

____ 3 *
0  CtxXq Xf CCÿ Xn„f Xfl~b

Fig. 355
1

Example. Let us compute the intégral / =  J

( n =  10). This yields
*x= 0 .1 0X= 0.9901
jc, = 0 .2 y%=0.9615
*3=0.3 3̂ =  0.9174
jc4= 0 .4 04 =  0.8621
x6= 0 .5 05=0.8000
*e= 0 .6 0fl=O.7353
*?= 0 .7 0?=O.6711
*8= 0 .8 03=0.6098
* ,= 0 .9 03=0.5525

xo= 0 .0  y0 =  1.0000
x Xq =  1.0 y XQ —  0.5000

yo +  yio=  1 -5000 
/  ~  -L f  1 4 ^  +  7.0998') =0.78498

1=9
the sum 2  0 , =  7.0998

i= l
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The error cornes out to roughly 0.0004, as in the case o: 
formula (3), Sec. 330. But there the approximation was in 
excess, here it is in defect.

3 3 2 . Slmpson’s Rule (for Parabollc Trapezolds)

In the notations of Sec. 330, we hâve
b
J / (*) àx ~  u° ^ +  (y\ +  1/2+ • • • +  */n-l) +
a

+  2 (f/i/2 H-!/3/2 +  --- + ^ - 1/2 ) ]  ( | )
This is Simpson's formula. It gives the total area of the 

curvilinear trapezoids x0M0M [/2M1x l , x1M1M3/2M2x2, . . .

(Fig.356), where in place of the arcsAf0Af 1/2M1, Af1Af3/2Af2, . . .  
of the given curve y = f ( x )  we take the same arcs of para- 
bolas with vertical axes, Fig. 356 showsone parabola MüM l/2M1 
(cf. Sec. 329, Example 3).

For the same number of ordinates, Simpson’s formula is 
in most cases much more accurate than the rectangle formula 
(Sec. 330) and the trapezoid formula (Sec. 331).
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Note. The l imiting error of formula (1) 1s

( b - a ) B 

180 (2n)* M4 (2)

’-'ere, M Â is the largest value of | / IV(x) | In the Interval (a, b).

Example. Corn pute the integra]
i

0.785398...)
J  1 +x* '
0

r̂ y Simpson’s formula using five ordinates:

( » “ 2.
b - a __ 1 \
3/i — T  )

*o =  ° "Y  ÿo— 0-50000

:1/2 =0.25 2yl/2 =  1.88235

^  =  0.50 yi =  0.80000
3/2 =  0.75 2f/3/2 =  1.28000

* a =  1.00 Y  yt =0.25000

the sum =  4.71235 
1 « 4 -  • 4-71235=0.78539

The error amounts to approximately 0.00001, which is less 
by a factor of 40 than in the examples of Secs. 330, 331, 
though the number of ordinates in the latter instances was 
twice as great.

It is useful to compare the Simpson formula wlth the trapezoid 
formula. In the first case, we hâve an extra term 2 (yt/m+yt, § + ...} 
which is about twice the sum of the remaining terms. Which means 
that the expression in square brackets in the Simpson formula is ro- 
ughly three fîmes the corresponding expression in the trapezoid for­
mula. Accordingly, the factor ——  is three times less than the factor3/i
b - a
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333. Areas of Figures Referred to Rectangular 
Coordlnates

The area of a curvilinear trapezoid (aABb in Fig. 357) 
located above the jc-axis is expressed (Sec. 316) by the in­
tégral

b

S = ^ f ( x ) d x  (1)
a

For the tçapezoid beneath the x-axis, we hâve
b

S  = — J f(x) dx (1')
a

Figures of any other shape are partitioned into trapezoids (or 
the trapezoids are completed) and then the area is found as

A1 0 B'

A

■ f l T

A f a]
* ~ S

Fig. 358

the sum (or différence) of the areas of the trapezoids. Com­
putation is facilitated by a suitable choice of rectangular 
System.

Example 1. Find the area of the parabolic segment AOB 
(Fig. 358) from the base AB — 2a and the height KO =  h.

Let us choose the axes as in Fig. 358. Divide the seg­
ment AOB into equal curvilinear trapezoids OKB and OKA:

h
area OK B =   ̂y dx (2)

o
The coordinates x, y are connected by the équation 

y l —2px (3)
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The parameter p is found from the condition that the para- 
bol a passes through the point B (h, a):

a2=2ph  (4)
From (3) and (4) we find

(5)

Substituting into (2) we get
h

area  OKB= ~ = J  V~xdx  =  -§-oA ,

0
area A0B =  2 area O K B = —-(2a) h

2
that is, the area of the parabolic segment comprises ~  of the
area of the rectangle ABB'A' having the same base and the 
same height.

Alternative method. Take the segment AO B and complété 
the rectangle AA'B'B. The area of the complementary tra- 

+a

pezoid is J xdy  or by virtue of (5)
- a

+a
- r  J * * = 4 . 2 *

- a
Hence

area A0B =  2ah—— 2a/i=-!~2aA

Example 2. Find the area 5  of the figure (Fig. 359) lying 
between the parabolas y2 =  2px and x2= 2 p y .

The area S is the différence between the areas of ON AL 
and OKAL. The parabolas intersect at the points 0 (0 , 0) and 
A (2p, 2p). We hâve

s = $  V î p x d x —  ̂ J^dx= - J  
0 0 

5 comprises a third of the area of the square l> OLAR.

M Using the resuit of Example 1, the area S may be found in 
elementary fashion.
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Example 3. The area of an ellipse ~  - | - ~ = 1 .
+ a

5 =  2 J Y a 2—x2dx =  nab

Example 4. The hyperbola — -* = 1  (Fig. 360):
X

area A M P =   ̂ -j- Y  x2—ai dx =

Example 5. The cycloid (Fig. 361):

x = a ( t  — s in /), y = a  (1—cos/)
2n 2n

area ONALO= J  y dx =  a2 J (1 — cos t)2 dt =  3na2 
o o

Hence, the area of the cycloid is three times the area of the 
généra ting circle. 334

3 3 4 . Scheme for Employing the Definlte Intégral

The defini te intégral can be used to express a great va- 
riety of geometrical and physical quantifies (see Secs. 335-338). 
In ail cases, the following uniform scheme is employed.
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1) The unknown quantity U is associated with an interval 
j b), the range of some argument.

Thus, to express by an intégral the area aABb under the 
ne AB (Fig. 362) we associate it with the intervaï (a, jb), 

Lae range of the abscissa x.

2) The interval (a, b) is partitioned into subintervals 
(a, xx), (xlt x?), . . . ,  (xn, b) (the number of subintervals will 
then tend to infinity and their lengths will approach zéro).

Let the unknown quantity U besubdivided into parts UQt 
Vit . . .  (Fig. 362), the sum of which yields U .

Quantities  having this property are called additlve quantitles (in 
contrast to nonadditive quantities; for instance, the angle between 
the génératrices of a conical surface is a nonadditive quantity). The 
angle AOB (Fig. 363)^may be associated with the interval (a, b), 
where a = R A  and b = R B ,  which are arcs of the directrix reckoned 
from some initiât  point R.  But if we partition (a, b) into subinter­
vals (a, c) and (c. b), the correspond ing angles AOC and COB do not 
yield, as a sum, the angle AOB .

An additive quanti ty  can be expressed by an intégral a nonad­
d it ive  quanti ty  cannot.

(3) One of the subintervals is taken as a typical re­
présentative of the parts U0, Ult . . .  . Depending on (he 
conditions of the problem, it is expressed by an approximate

Fig. 361 Fig. 362

Fig. 363 Fig. 364
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formula of the form
Ui  «  f ( X j ) ( x i + t — x t ) ( 1)

and the error must be of higher order than jc/ + 1—
The expression / (*/) (* /+ i—*/) or, briefly,

f (x) Ax (2)
is called an element of the quantity U.

The element of the area aABb (Fig. 364) is the area of 
the rectangle x//(Qx/+1; the error of formula (1) is the area
of the shaded triangle KQL. It is of higher order than
x/ + 1—X(±=àXi (the area KQL is less than the area of 
KNLQ =  K Q K N  =  kxitayi , and the latter is of higher order 
than Ax,).

(4) From the approximate equality (1) we get the exact 
equality

b

U f(x)dx (3)
a

Explanation As the number n increases, the error in the 
sum

/  (*o) (* 1  — *o) +  /  (* l) (** — * l ) +  • • • + /  (*n) (*n + l — *n) (4) 
(despite the accumulation of errors) tends to zéro, since the 
errors of the individual terms decrease faster than the num­
ber of terms increases. That is why U is the limit of the 
sum (4), i. e.

b

u=*^Hx)dx

3 3 5 . Areas of F igures Referred to Polar 
Coor dînâtes

The area 5 of the sector AOB bounded by the curve AB 
and the rays OA and OB (Fig. 365) is given by the formula

<p *
S =  4  5 r*d<ï (1)

<Pl
where r  is the radius vector of the variable point M  of the 
curve AB, cp is its polar angle.
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Exportation. The scheme of Sec. 334 is applied here as 
follows.

(1) The area of AOB is associated with the interval (<plt 
<Pa) of variation of the polar angle.

(2) The interval (q>1# <p2) is partitioned into subintervals, 
the sector AOB is thus subdivided into subsectors of the form 
AOMv  M1OM2 and so on; the sum of their areas yields the 
area of AOB.

(3) We take the subsector AfBOAf* (Fig 365) as a repré­
sentative of the subsectors AOMlt ÀIjOAf,, etc., and replace 
it by the circular sector AfsOQ, the area of which,

A<p =  y '2 A<P

is an element of the area of AOB. The error of the approxi- 
mate formula

area M2OM3 »  -y  r2 A<p (2)

is of higher order than A<p.
The error Is equal to the area of the curvilinear triangle 

and the latter is less, area QMt R = (OM J-OM J) A<p ss/-ArAq).

(4) Formula (1) follows from the approxirnate équation (2). 
Example. Find the area of the figure OÇDA (Fig. 366)

bounded by the first whorl of the spiral of Archimedes 
(Sec. 75) and the line-segment OA =  a (the leadoi the spiral)



494 H I G H E R  M A T H E M A T I C S

Choosing the polar System as in Fig. 366, we hâve
a

The beginning 0  of the whorl and the end A are associated 
with the values

<Pj = 0 ,  (pa =  2ji
By formula (1)

271 271

The area of the first whorl is three times less than that of 
the circle having as radius the lead of the spiral. This resuit 
was found by Archimedes.1*

3 3 6 . The Volume of a Solld Computed 
by the Shell Method

We consider a solid of arbitrary shape (Fig. 367). Let 
the areas F (x) be known of ail its cross sections parailel to

the plane R (x is the distance of a section from the R pla­
ne). Then the volume of the solid is

**
J F {*)<!* (I)

' )  T h o u g h  A r c h i m e d e s  d i d  n o t  e x p l i c i t l y  i n t r o d u c e  e i t h e r  t h e  
c o n c e p t  o f  a n  i n t é g r a l  o r  t h a t  o f  a  l i m i t ,  h i s  m e t h o d  a c t u a l l y  c o ï n c i ­
d e s  w i t h  t h e  m e t h o d  o f  i n t é g r a l  c a l c u l u s .
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Explanation. Divide the solid into parallel slices, or 
shells; the solid NMKQmP is a représentative of these sli­
ces. Construct the cylinder NMKnmk. Its volume, equal to 
F (x) Ax, is an element of the volume V. Formula (1) follows 
iherefrom (cf. Secs. 334 and 335, Explanation).

Example 1. Find the volume F of a pyramid UABCDE 
(Fig. 368) from the area of the base S and the altitude 
UO =  H.

Solution. The area F (x) of a section A1B1C1D1El is found 
from the proportion

F (x ):S=  UO\:UO*=x*:H*

By formula (1)
H H

V =  J F(x)dx =  -~—  ̂ x2 dx =  - j -  SH (2)
o o

This formula isa familiar for­
mula of elementary geometry, 
but the dérivation there is 
much more complicated.

Example 2. Find the vo­
lume of an ellipsoid (Sec.
173) with axes 2a, 2b, 2c.

Solution. The section 
KLK'L' (Fig. 369) parallel to 
the principal ellipse BCB'C' 
and distant h =  OM from 
it is (Sec. 173) the ellipse 
with semiaxes

b' =  MK =  by /r l - £ ,  c' =  ML=c

The area F(h)oi a section is equal (Sec. 333, Example 3) to 

F (h) = nb'c' =  nbc 1̂ — ̂

By formula (1)
+  a a

V =  J F (h) d h = 2   ̂ nbc dh =  -^-nabc (3)
- c  0
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A cône with elliptical base BCB'C' and altitude O A =ahas  
volume

V1 = 4 - S a

(the dérivation is the same as in Example 1); that is,
Vr1=-^-Jiabc. Hence, the volume of an ellipsoid is four times
that of a cône having as base one of the principal sections 
and as vertex the opposite vertex of the ellipsoid. This 
resuit was found by Archlmedes (for an ellipsoid of révolution). 

When the ellipsoid becomes a sphere (a = b = c ) ,  we get
the familiar Jormula

3 3 7 . The Volume of a S o l l i  of Révolution

The volume V of a solid (Fig. 370) bounded by a surface 
of révolution and two planes Pi, P2 perpendicular to the 
axis of révolution OX is expressea by the formula

x t

Ÿ —n J y*dx (1)
*»

where y = f ( x )  is the ordinate of the meridian AB.

Note. The quant ity ny* is the area of a transverse (cir­
cu la i section (cf. Sec. 336).

Example. Find the volume of a segment of a paraboloid 
of révolution (Fig. 371) from the radius of the base AB =  r 
and the altitude O A =h.
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Solution. As in Sec. 333 (Example 1), we find that the 
w id ian  (parabola) is given by the équation

3v formula (1)
h

V = n ^ d x = Y nr*h
0

That is, a segment of a paraboloid is equal in volume to 
talf the cylinder having the same base and the same altitude. 

This resuit was found by Archimedes.

>38. The Are Length of a Plane Curve

The length s of an arc AB of a plane curve is expressed (in 
rectangular coordinates) by the formula

$ = $  y ^ w w w 2 *  U)

vhere M s a parameter used to express the current coord ina- 
tes *. y ( t t  > <,).

If the parameter has not been chosen, formula (1) is more 
conveniently written as

(B)

s =  J / dx*+dy* (2)
(-4)

The labels (A) and (B) indicate that for the limits of intég­
ration we hâve to take those values of the parameter which 
correspond to the ends of the arc AB.

In particular, it is often convenient to take the abscissa x 
as the parameter. Then we hâve

s=JyTf?i<i* (3)

Explanation. The infinitésimal arc MN is équivalent to 
the chord MN (Fig. 372). On the other hand,

MN = V MQ*+QN*= Ÿ A**+Ay* «  Vdx*+dy*
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Hence

MN «  Vdx*+dy*

Tnus, the expression }' dx2+ dy1 (it is proportional to the
incrément A/ in the argument t > 
is an element (dinerential * 
of the arc AB. By Item 4 o: 
the scheme given in Sec. 334 
we obtain formula (2).

Finding the arc length is 
called rectification of the arc.

Example. Find the arc length 
of one branch of the cycloid 
(Sec. 253) x = a ( t —s in /). y =  
=  a (1 —cos t).

Solution.

V  ( W + W  V  (1—cos/)*+sin*<

= a  Y 2 (1 —-cos t) =  2a | sin | ,
2n

s = J  2asin — dt =  8a 
o

The length of one branch of a cycloid is equal to four 
times the diameter of the generating circle

If we com pu te  the  to ta l length of two branches  of a cycloid using
471

the formula s = J  2 a s i n - ^ - d / t we get zéro. The error is due  to the 

o
fact that in the interval (2ti. 4ji) we hâve

| s l n - ^ -  | =  -  (an d  not +  s in -^ -)

Note. When we measure the length of a curving path by 
paces or the length of a sinuous river (on a map) using some 
scale unit, we are implyirig the équivalence of arc and chord. 
This property is suggested by practical expérience. But if we 
wish to prove it mathematically, we must define arc length.

Définition. The arc length of a plane or space curve is 
the limit to which the perimeter of a polygonal line inscri- 
bed in the arc tends when the number of segments of the

(4)

(5)

Fig. 372
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rclygonal line increases without bound and the lengths of 
sx  segments approach zéro. This is the usual définition.

Using this définition, we can now prove that M N  a  MN.  For­
mula (1) is also directly derived from it, so that  the scheme of Sec. 334 
*:uld appear to be dispensed with completely. Actually, however.

scheme is "hidden* in the définition.

Arc length may also be defined as the limit of a circum- 
scribed polygonal curve. This définition is équivalent to the 
jreceding one.

139. Differentlal of Arc Length

The differential of arc length is given (Sec. 338, Expia­
t io n )  by the formula

ds =  Ÿ  dx2 dy2 U)
If the argument is x, then (Fig. 373)

dx =  MQ , d y = Q P t 
ds =  Y m Qï +  QP^^M P

The differential of the arc expres­
ses the length of a segment of the 
tangent line from the point of 
tangency to intersection with the 
ncreased ordinate ~î ' • '* 1 1 >

Example. The differential of 0 
the arc of a cycloid is (cf. Exam­
ple, Sec. 338)

X

Fig. 373

d s = y  dx2 +  dy2= a  y  2 (1— cos t)dt =
=  2a sin dt (0 ^  t ^  2ji)

340 . The Are Length and Its Differentlal In Polar Coordlnates

The length of the arc AB (Fig. 374) is given in terms 
of polar coordinates r , by the intégral

(B)
s =   ̂ "ÿdr2-{-r2JLy2 

M)
( 1)
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The differential of the arc is given by the formula

ds = /dTâ+Tâdç5 (2

Exportation. From point O as centre, draw a circle
(Fig. 374) of radius 0 M = r .
ment K N ( =  &r) and the arc 
form a curvilinear triangle 
with right angle at the vertex K-

Its arc MK  ( =  M<p), the seg- 
MN (= A s) of the curve AB

Although the Pythagorean theorem does not hold exactly for
such a triangle, for an infinitésimal arc MN the square of 
the “hypoténuse” is équivalent to the sum of the squares of 
the other two sides:

MN «  V  K N *  +  KM*
or

As «  /A/-*+/-*A<p* «  Vdr*+r*d<p*

Hence, the expression is the element (differen-
tial) of the arc length s.

Note. Formula (2) of this section may be obtained from (2) 
of Sec. 338 by the substitution

d x = d  (r cos <p)=cos <p dr — r sin cp d<p, 
d y = d ( r  sin q>) =  sin <pd/' +  /, cos <pd<p

Example. From point O on a circle of radius a, draw 
a ray O K (Fig. 375); from point L where the straight line 
OK again cuts the circle, lay off a segment LM =  2a in the
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direction of the ray OK. l) The curve described by the point 
.Vf as the ray is rotated is called a cardioid (which means 
“heart-shaped”; see Sec. 508 for a detailed discussion of the 
cardioid). Find its length.

Solution. Choose the polar System as in Fig. 375. We 
then hâve

OL =  OA cos q) — 2û cos <p, 
r =  OL-\-LM = 2 a (cos cp +  1)

The cardioid is completely described when <p ranges over 
the interval (—ji, +  ji). Its length, by (1), is 

+n
s =  J ÿ 4 a 2 (1 -j-cos q?)2-{-4a2 sin2 (p dcp =

- ji
+n

— 2a  ̂ 1^2 +  2 cos <p dy =  4a J cos d<p =  16a (4)
- ji - ji

Note. A cardioid may be obtained as the path of a point 
on the circumference of circle Opq (Fig. 375) rolling (without 
sliding) on a circle ON AL of the same radius.

From (4) it is clear that the length of the cardioid is 
equal to eight times the diameter of the generating circle.

The cardioid may be drawn by varying <p from zéro to 2 n  But
2JI

if we compute its length from the formula s = 4 a  J  cos-—-d<p, we get

0
zéro. The source of the error is indicated in Sec. 338 (fine print).

3 4 1 . The Area of a  Surface of Révolution

The area S of a surface formed by the révolution of an
arc AB about the jc-axis is given by the intégral

(B)
S =  J 2jiyds  (1)

(A)
where y is the ordinate of the meridian AB, ds =  Ÿ à x 2 +  dy2 
is the differential of its arc (Sec. 339), (A) and (B) are the 
end-point values of the parameter in terms of which the coor- 
dinates are expressed.

*> When the straight line toiiches the circle at point O, segments 
equal to 2a are laid off in both directions from O (O M 1 = OMa = 2 a ).
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Explanation. Partition the surface ABB'A' (Fig. 376) 
into parallel shells, and replace each shell MNN'M' by the 
latéral surface of a frustum of a cône with the same bases.

The areas of these surfaces are 
équivalent. Therefore,

area MNN'M' »
x n (P M  +  QN)MN  (2)

Since PM +  QN =  2y-{- hy,

MN æ MN =  &s, it follows that
area MNN'M' «  ji {2y+ Ay) As»

»  2ny As (3)
Whence formula (1) follows.

Example. Find the area of a surface formed by the révo­
lution of a cycloid about its base.

Solution. We hâve (Secs. 338, 339)

ds — 2a sin —  d/ (0 ^  ^  2ji),
2 jt

S =  J 2ju3 (1 — cos0*2asin — dt =  
o

2 j i

= 8 n a 2 J sin3 — dt na2 
o

By way of comparison, take the area of the axial section 
(that is, double the area of the cycloid) 6 juz2 (Sec. 333). The
area of the surface of révolution exceeds it by a factor of 3—- .

Note. In order to prove the équivalence of the area of 
the shell MNN'M' and the area ot the latéral surface of a 
frustum of a cône, we hâve to define the concept of “the area of 
a curved surface”. This définition is given in Sec. 459. Due to 
its complexity, one otten introduces the following particular 
définition which is in agreement with the general définition.

The area of a surface of révolution is the limit to which 
tends the area of the surface formed by the rotation of a poly­
gonal curve inscribed in the meridian when the number of 
straight-line segments of the polygonal curve increases without 
bound and the lengths of the segments tend to zéro.

From this définition, it is possible to dérivé formula (1) 
directly (cf. Sec. 338, Note 1).



PLANE AND SPACE CURVES 
(FUNDAMENTALS)

342. Curvature

Suppose, as point M on curve L moves to point M' 
(Fig. 377), the tangent line which is in the direction of the 
motion tums through an angle of co (oméga) from position
MT to M'T'. The ratio of the angle (D to the arc length
MM', describes the curvature of the curve L on theMM'
segment MM' and is called the average curvature of the arc 
MM'. The angle co is ordinarily mea- 
sured in radians.

The average curvature of any seg­
ment of a straight line (its tangent
coincides with the straight line itself) 
is equal to zéro; the average cur­
vature of any arc of a circle of
radius R is equal to .

The dimensions of average curvature are reciprocal to the 
dimensions of length; that is, when the scale changes, the 
numerical measure of curvature varies inversely with the 
numerical measure of segment length.

Définition. The curvature of a curve L at a point M is
the limit to which the average curvature of an arc MM' 
tends when the point M' tends to M. The curvature is de- 
noted by the letter K:

K =  lim (1)
M M ' -* 0 M M'

Curvature characterizes the amount of bend of a curve at 
the point under considération. The curvature of a straight 
line is everywhere equal to zéro. The curvature of a circle
of radius R is everywhere equal to . For any other curve,
the curvature varies from point to point. It may be zéro at 
some points (called points of rectification). Near a point of 
rectification, a curve resembles a straight line.

Note. We consider curvature to be a positive quantify 
(if it is not zéro). To the curvature of a plane curve we can 
affix a sign, to the curvature of a space curve we cannot 
(see Sec. 364).

Fig. 377
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3 4 3 . The Centre, Radius and Clrcle of Curvature of a Plane Curve

Suppose a point M' (Fig. 378) is in motion along a plane 
curve L and tends to a fixed point M where the curvature K 
is nonzero. Then the point C \ where the fixed normal MN 
cuts the normal M 'N \  tends to the point C which is dis­
tant A fC = -^ -1) from Af..The ray AfC is in the direction of
concavity of L.

The line segment MC is called the radius of curvature, 
and the point C, the centre of curvature of L (for the point M).

The radius of curvature is denoted by R or the Greek 
letter p (rho). The quantities R and K 
are reciprocal quantities, i.e.

R = - k  <»
and

*  =  7T ^
The radius of curvature of a circle is 
equal to its radius and the centre of 
curvature coincides with its centre.

A circle described from the centre 
of curvature C (Fig. 379) with radius 
#  =  AfCis called the osculating circle, 

or the circle of curvature, of the curve L (at the point M).
The curve L is exterior to the circle of curvature in the 

direction of increasing radius of curvature (in Fig. 379, it is 
to the right of M), and interior to the circle of curvature in 
the direction of decreasing radius of curvature (to the left of 
Af in Fig. 379). Therefore, as a rule the circle of curvature 
is tangent to the curve L and at the same time intersects it.

Fig. 378

*) In the triangle MC' M'  (Fig. 378) the angle C' is equal to 
the angle <d (angles with mutually perpendicular sides), C'M'M =
=90°-X , where angle MM' D  is infinitésimal (it is less than <a). 
_ .. .. sin (90°-X) w „ M M '  _By the sine theorem, M C ' = ---------------  M M '  =cos k   . Passingtostn a) sin a)
the limit and taking into account the fact that M M '  »  M M' ,  sin o) «  (û 
and cosX -*• l,  we get

w M AI*
= 1 :/C
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In exceptional cases when the radius of curvature at the 
point M has an extremum, the curve L, on both sides of M , 
is situated inside the circle of curvature (in the case of a 
maximum, Fig. 380) or outside it (in the case of a minimum,

Fig. 381). An instance of the first case is the end of the 
minor axis of an ellipse, an instance of the second case is 
the end of the major axis.

Note . If at M the curvature of the curve L is zéro, then the 
point of intersection of the normals M N  and M ' N ’ recedes from M 
indefinitely when the point M ' tends to M. We then say that the ra­
dius of curvature at the point of rectification is infinité, and we 
Write R - c c .

3 4 4 . Formulas for the Curvature, Radius and Centre 
of Curvature of a Plane Curve l)

The curvature of a curve y =  f(x) is computed from the 
formula

iiTl

the radius of curvature, from the formula
n _ 0 +✓ *)’/.
R I y"\

the coordinates of the centre of curvature C, from the formulas
„,a

(»)

(2)

* _ x y'U+y'2) . , \+ÿÀxc — x ---------- jp— » yc  — y - T —ÿ r - (3)

** The corresponding formulas for a space curve are given in 
Sec. 363.
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If y" — 0, then the curvature is zéro, the radius of curva- 
ture is infinité and the centre of curvature is absent. That is 
what always occurs, for example, at points of inflection (cf. 
Sec. 283).

Formulas (I) to (3) are replaced by symmetric formulas 
if the curve is represented by the parametric équations x =  fx (/), 
ÿ = /ü (0 -  Then

if.... I x 'y " -y 'x ’ \ 
A ~  (x'*+ir*)V. ’
n -  U ' 2+ y '2Y /*
*  I x 'y "  — y ' x ” | »

(I)

(II)
XC = X - _ u'T7'y* yc-y+x 'y"  -  y 'x

x ' 2 + y ' 2 
x ' y ”- y ' x ” (III)

The primes dénoté différentiation with respect to the pa- 
rameter t. Formulas (1) to (3) are obtained from (I) to (III) 
if we put x = t  (then x ' = l ,  and x" =  0). If we put y — t 
(then y =  1, y" =  0), i.e. if the équation of the curve is taken 
in the form x =  f (y ), then in place of (l)-(3) we get the 
following formulas:

_  I x"  I 
( l + x ' 2) 3/ * ’

( | +X'2)V.
\x"\

(la)

(2a)

xc = x  + + x ' ‘
x" yc=y x ' ( \ + x ' 2) 

x" (3a)

T h e  e x i s t e n c e  o f  t h e  d é r i v a t i v e s  x y x " ,  y " a t  t h e  p o i n t  A o f  
t h e  g i v e n  c u r v e  e n s u r e s  t h e  e x i s t e n c e  o f  c u r v a t u r e  a t  t h a t  p o i n t .  T h e  
c o n v e r s e  d o e s  n o t  h o l d :  i t  m a y  h a p p e n  t h a t  t h e  c u r v a t u r e  e x i s t s  a t  A 
b u t  t h e  d é r i v a t i v e s  x \  y \  x n, y "  ( o n e  o r  s e v e r a l )  d o  n o t  e x i s t .  T h e n  
f o r m u l a s  ( I )  — ( 1 1 1 )  a r e  n o t  v a l i d  a n d  t h i s  s h o w s  t h a t  t h e  p a r a m e t e r  
w a s  n o t  p r o p e r l y  c h o s e n .  S e e  E x a m p l e  1 ( f i n e  p r i n t ) .

Example 1. Find the curvature, the radius and the centre 
of curvature C at the vertex A (0, 0) of the parabola y2 =  2px 
(Fig. 381).

Solution. The easiest way is to take the ordinate y for 
the argument: from the given équation we get

At the vertex of the parabola we hâve

(5)
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Using formulas (la) to (3a) we get

K—~jr > r = p> xc= p. yc=o (6)

The radius of curvature at the vertex of the parabola is 
equal to its parameter, that is, the focus F bisects the seg­
ment AC.

If for the argument we take the abscissa x of the parabola y*=2px,  
then in place o f  (4) we get (see Sec. 250)

P
y

P1
y (7)

The dérivatives y' ,  y” do not exist at the vertex of the parabola 
U = 0, y = 0). so that  the formulas (1) to (3) cannot be util ized d i­
rect l> However, formulas (1) to (3) are suitable for ail the other 
points of the parabola, and after  the substi tu t ion  (7) they are trans- 
formed to

k = _ E L —
(y ' + P*)*/* ’ 

P*
v*x r =x+-—  + p ( = 3x + p),c p

(8)

(9)

If we substitute x=0  , y - 0 here, then we again get the values (6 ). 
The meaning of this computation lies in the fact that we hâve found 
the limlts  to which the quantities 
/C, R, xc , yç. tend when a point of 
the parabola approaches the vertex 
of the parabola.

Example 2. Find the radius 
and the centre of curvature at 
the vertices of an ellipse with 
semiaxes a , b (Fig. 382).

Solution. The simplest way 
is to use the parametric équations 
of the ellipse (Sec. 252)

x =  a cos /, y =  b sin t 
From them we find

x ' — — a  sin /, y '  =  b c o s t ; 
x" —  —  a c o s t ,  y" =  — b sin /
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From formulas (II) and (III) we get
n  (a2 s i n 2 t + b* c o s *  0 * ^ *  
K —  Tb »

(a* -  b2) cos3 t
xc —----- â----- •

(a*-fc*) sin* t
yc = ----------- 5-------  ,

At the vertex A (a, 0), where / = 0 ,  we hâve

Ra =
6* xc - o ‘ - b ‘ ÿC= 0

( 10)

( 11)

( 12)

At the vertex B(0, 6), where ( — — , we hâve

* c = 0 , yc = (13)

Note. Forming the équation of a tangent to the ellipse 
(Sec. 252)

b cos / -X +  û sin t Y —ab =  0 
we find that its distance from the centre (Sec. 28) is

V a 2 sin2 t + b2 cos* t

Comparing with (10) we find

Thus, the radius of curvature of the ellipse is inversely pro- 
portional to the cube of the distance from the centre to the 
tangent at the corresponding point. In particular, from (L2) 
and (13) we find that

Ra:Rb= P : *

3 4 5 . The Evolute of a  Plane Curve

The locus U  of the centres of curvature of a plane curve L 
is called the evolute of the curve L. Formulas (III), (3) and 
(3a), Sec. 344, which yield the coord inates jcc , yc of the 
centre of curvature, are at the same time the parametric 
équations of the evolute fin formulas (3) and (3a) the rôle of 
parameter is played by x and y , respectively]. Eliminating 
the parameter, we get an équation relating the coordinates 
of the evolute.
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Example 1. Find the evolute of the parabola
y2 =  2px (1)

Solution. For the parameter let us take the ordinate y. 
Substituting into formulas (3a), Sec. 344, the expressions

r = - r -  **“=t  • we «et
r _  y' , p‘+y‘_  3 y* ,
*C- 2P +  p -  2 p + P (2)
_______ + y3yc y pt pt (3)

These are the parametric équations of the evolute with para­
meter y. To eliminate y , represent the System (2)-(3) in the 
form

Y  p  (x c — p )  =  y 2 p 2y c = — y !i

Cubing the first équation and squaring the second, and eauat- 
ing the left members, we get the équation of the evolute:

27 pyç =  8(xc —p f
The evolute is a semicubical parabola (Fig. 383).

Example 2. Find the evolute of the cycloid.
Solution From the parametric équations of the cycloid 

(Sec. 253)
x =  a (/ — sin /), y =  a ( l —cosf) (4)

we find, from formulas (111) of Sec. 344,
xc =  a (f +  sin f), yc =  — a (1— cos t) (5)

The similarity of équations (4) and (5) is not accidentai; if
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a new parameter /' is introduced with the aid of the relation 
t =  t' +  n (6)

then Eqs. (5) transform to
xc =  7ia +  a(t'  — sin /'), I (7)
yc — — 2 a - f a ( l—cos/') f  '

Hence, the evolute L' of the cycloid L (Fig. 384) is a 
cycloid congruent to the given one but displaced along the 
base OB by half of the base and dropped below the base a 
distance /CC4 equal to the altitude.

From (6) it is seen that the turns of the generating clrcies at the 
corresponding. points of the common cycloids differ by 180°; in parti- 
cular, the vèrtex of one of the cycloids is associated with the point 
at which the arches of the other corne together.

3 4 6 . The P rop ertles of the Evolute 
of a Plane Curve

Property 1. The normal of a curve L is tangent to its 
evolute L' at the corresponding centre of curvature.

Example 1. The normal M3C3 of the cycloid L (Fig. 384) 
is tangent to the cycloid L' at the centre of curvature C3 of 
the first cycloid.

Explanation.  On the normals PP' ,  Q Q'  of curve L (Fig. 385) 
take the centres of curvature p, q. Let the point P be fixed and let Q 

approach it. Then the point q describes 
an arc ap of the evolute L'  and tends 
to p. Tne point a, where the fixed nor­
mal intersects the moving normal, also 
tends to p (by virtue of the définition 
of the centre of curvature). In the t r ian­
gle pqa,  the angle p is less than the 
exterior angle , /  PaQ=(a and is there- 
fore infinitésimal. Hence, the sécant 
line qp tends to coïncidence with PP' \  
i.e. PP'  is tangent to  the evolute; the 
point of tangency is the centre of cur­
vature p corresponding to the point P.

Property 2. Let the radius of 
curvature R of the curve L inc-

rease as we move from point P to point U (Fig. 385). 
Then the length of the arc pu of the evolute L' is equal to 
the increase in the radius of curvature of the curve L:

pu =  R(j — RP
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Example 2. The radius of curvature of the cycloid L (Fig. 384) 
at point 0  is zéro; it increases on the arc 0M 4 and at M4 
s equal to M4C4 =  4a (see Example 1). By Property 2, the 

iength of the arc OC4 of the cycloid V  is 4a —0 = 4 a 
(cf. Sec. 345, Example 2).

Explanation.  Par t it ion  the arc pu of the evolute L'  into subarcs 
oq, qt, etc.; their number will then tend to infinity. Suppose that ail 
!he subarcs pq. qt, ... are of the same order of smallness. Then the 
arcs PQ,  QT,  ... of the curve L will be of the same order. The diffé­
rences, however, P a-Qa ,  T b - Q b ,  etc. will be of higher order. Since

pa + aq = ( P a - P p )  + ( Q q -  Qa) = Qq -  Pp + (Pa -  Qa)
and similarly for the polygonal Unes qbt,  tcu....... the perimeter of the
polygonal line pqtu differs from the quanti ty

( Q q - P p )  + ( T t ~  Qq) + ( Uu -  Tt) +.. .  = U u ~  Pp
by an infinitésimal (that resulting from the accumulation of infinite- 
simals of higher order).

Hence, the Iength of the arc pu of the evolute. which is the limit 
of fhe Iength of the circumscribed polygonal line, is equal to U u - P p .

Note. If between the exfremities of the arc of curve L there 
are points with extremal radius of curvature, then Property 2 
breaks down. Thus, at points M3 and Mh (Fig. 384) of the 
cycloid L the radii of curvature are the same, whereas the 
Iength of the arc C3C4Ch is of course nonzero. Property 2 
breaks down because at the point M4 the radius of curvature 
has a maximum. The arc C3C4 is equal to M4C4— M3C3, the 
arc C4Cb is also equal to M4C4 — M3C3 (and not to 
Ni3C3— M4C4). 347

347. In volute of a Plane Curve

A plane curve L may be obtained from the evolute L' of 
the curve by the following mechanical construction.

Take a string (flexible and nonextensible) and wind it onto 
the evolute L’\ coming off the evolute at p (Fig. 385), the 
string would hâve a free end at P of curve L. Now if we 
unwind the string from thê  evolute, the free end will describe 
the curve L.

Explanation.  The faut str ing is ail the time tangent to U . When 
It cornes off the evolute at point q, its free part increases by the iength 
of the arc pq, i. e. (Sec. 34 6 , Property 2) by. Qq—Pp.  The free part 
becomes equal to Pp + ( Q q -  Pp)=Qq  and the end of the string coïnci­
des with point Q

This construction leads to the following geometrical défi­
nition.
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Définition. On a given curve U  (Fig. 385) choose the d: 
rection of increasing arcs (either one is possible, say, frorr 
u to p)\ in this direction, lay off on the tangents thé seg­
ments uU, tT f Qq, . . . ,  the lengths of which decrease jus: 

as much as the arc length increa- 
ses. The locus L of the end-points o; 
these line-segments is called the 
involute of the given curve.

Every plane curve U  has ar. 
infinité number of involutes (PS. 
PiS\, PiS2 in Fig. 386). For each 
one of them the curve U  is the 
evolute.

The involutes of the curve L' 
are orthogonal trajectories of its 
tangents (i. e. they intersect ail 

tangents at right angles; cf. Sec. 346, Property 1).
For the involute ot a space curve, see Sec. 362, Note 2.

3 4 8 . Param otrlc Représentation of a  S p ace Curve

A curve in space that is regarded as the intersection of 
surfaces is given by a System of two équations relating x , y, z 
(see Sec. 170).

A curve in space regarded as the trace of a moving point 
is represented by a System of three équations:

* = / ( 0 .  y=<p(0. (i)
expressing the coordinates of the point in terms of a para- 
meter t (in mechanics, time is usually the parameter). Eqs. (1) 
are called the parametric équations of the space curve (cf. 
Sec. 251).

One of the coordinates is ordinarily taken for the para­
meter, say x. Then the équations of the curve hâve the form

y =  q>M,  *=*!>(*) (2 )

[the first of Eqs. (1) becomes an identity: * = * ].
Eqs. (2) are not sut table for representing a curve lylng In a plane 

perpendfcular to the x-axis (because ail the points of such a curve hâve 
the same abscissa).

If the équation of a surface becomes an identity after sub­
stitution of expressions (1), then the curve (1) lies on that 
surface.
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Any line can be represented parametrically in an infinité 
-jmber of ways. If one System of paramefric équations is 
cr.own, then we obtain any other System bv replacing / by 
iome function of the new parameter /'.

The projection of curve (1) on the plane z = c  (in parti- 
rjlar, on the coordinate plane XOY) is given by the équations

x = f ( t ) ,  y =  <p (i), z = c  (3)
The équation z =  c is often simply implied. Similarly, for 
projections on the planes x —a and y = b .

Example. The parametric équations
jc =  —2 -j-t, y = 3  +  2/, z = l —2/ (la)

describe a straight line.
If for the parameter we take x, then the same straight 

line will be represented by the équations
* =  2 * +  7, z =  —2x—3 (2a)

Line (la) lies on the surface

(hyperbolic paraboloid) because equality (4) becomes an iden- 
tity when we substitute expressions (la) into.it.

The straight line (la) also lies in the plane
y~\~z — 4 = 0  (5)

Hence, the straight line (la) belongs to the intersection of 
the surfaces (4) and (5).

From thls it does not follow that the surfaces (4) and (5) intersect 
o ni y In the points of the straight line (la). Plane (5) intersects the 
paraboloid (4) along two rectilinear génératrices (Sec. 180); one of 
these ls the straight line (la).

Taking the expression of the parameter /, / =  2 +  -— /' in
terms of the new parameter /', we get other parametric équ­
ations of the same straight line:

* =  ÿ / \  y = 7  +  t', z =  - 3 - r  (lb)

The projection of the straight line (la) on the jc^-plane 
is given by the parametric équations

x = —2 + / ,  y =  3 4-2/ (3a)
(équation z =  0 is implied). We obtain the équation of the
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same projection from (lb) in the form

y = 7+ t' (3b)
and so forth. Eliminating the parameter, we get y= 2x-\-7  
in both cases,

3 4 9 . Hélix

Let a point M (Fig. 387) be in uniform motion along the 
generatrix QR of a circular cylinder and let the generatrix 
itself be în uniform rotation along lhe surface of the cylinder. 
Then M describes a curve AMC called a hélix. The radius

Fig. 387 Fig. 388

of the hélix is the radius a of the cylinder on which the hélix 
is drawn.

If the motion of the point M is viewed from the base 
towards which it is moving, then the rotation of the gene­
ratrix is either positive (counterclockwise) or négative (clock- 
wise). 1] In the first case, the hélix is termed right-hand 
(Fig. 388a), in the second, left-hand (Fig. 3886).

The straight-line path AC =  h (Fig. 387) traversed by 
point M along the generatrix during one complété turn of the 
latter is called the lead (or piich) of the hélix. The lead of

’ ) I f  M  i s  i n  m o t i o n  a l o n g  t h e  h é l i x  i n  t h e  o p p o s i t e  d i r e c t i o n ,  w e  
o b s e r v e  i t  f r o m  t h e  o t h e r  b a s e ,  b u t  t h e  g e n e r a t r i x  t o o  w i l l  b e  r e v o l -  
v i n g  i n  t h e  o p p o s i t e  d i r e c t i o n .  H e n c e .  p o s i t i v e  r o t a t i o n  r e m a i n s  p o s i ­
t i v e  a n d  n é g a t i v e  r o t a t i o n ,  n é g a t i v e
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a right-hand hélix is taken to be positive, that of a left-hand 
hélix, négative.

Right- and left-hand helixes (of one and the same radius 
and with the same absolute value of lead) cannot be brought 
to coincidence. They are mirror symmetric.

Note. If we develop a cylindrical surface on a plane, the 
circle AQB (Fig. 387) becomes a straight line 
perpendicular to the génératrices. Since the 
segment QM is proportional to the arc AQ:

QM :ÀQ=h:2na  (1) Fig. 389

it follows that the hélix becomes a stra­
ight line (AM in Fig. 389). The angle y of its inclination 
to the génératrices is determined from the formula

tan Y = W = T  {2)
where b = ^ .

Parametric équations of a hélix. Take the axis of the 
cylinder for the z-axis (Fig. 387), and take the x-axis towards 
an arbitrarily chosem point A of the hélix. For the parame- 
ter t we take the angle of turn of the plane of the axial 
section OQMR from its initial position OAC. Then

x = O P = a  cos t, y = P Q  = a  sin t, z =  Q M = bt  (3)

The two équations y = a s \ n t , z = b t  are the projection of 
the hélix on the plane YOZ. This projection is a sine curve. 
The projection on the plane XOZ is also a sine curve, the 
projection on the plane XOY is a circle.

350. The Arc Length of a Space Curve

The length of the arc AB of a space curve is given by the 
intégral

( B )  __________________

’ - j / ( £ ) ' + $ ) ■ + ( £ ) ' ' "

or
{B)
J Vdx*+dy*  +  dz*

(A)
S = (2)
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The differential of the arc (cf. Sec. 339)

ds =  Vdx*+dy* +  dz*= V x '* + y'*+z'* di (3)
Example 1. Find the length Sj of one turn (révolution) of 

a hélix.
Solution. Formula (2) yields [taking into account formu­

las (3) of Sec. 349]
2 j i

V [d  (a cos <)]* +  \d (a sin /)]*+  [d (« ))*=

2yl
=  a2 sin* t + a» cos21+6* dt= 2n Va*+  J>* (4)

o
that is the length of one révolution of the hélix is equal 
to the hypoténuse of a triangle, one leg of which (2j w ) is 
equal to the circumference of the base, and the other (2jib) 
is equal to the lead of the hélix (cf. Sec. 349, Note).

If the initial point of the arc is fixed and the terminal 
point varies, the arc length is a function of the parameter t , 
and, hence, (Sec. 348), can itself be taken as the parameter.

Example 2. Write the équations of a hélix, taking for the 
parameter the arc length reckoned from the initial point t = 0 .

Solution. As in Example 1, we get 
t

s =  J ÿ a 2s\n2 t-\-a2ccs2t-{-b2dt — } f  a2-t bz t (5) 
o

Expressing t in ternis of s and substituting into (2). Sec 349, 
we get

x —a cos s

V a * + b 2
y = a  sin s

Va*+6* Va*+6* (6)

3 5 1 . A Tangent to a Space Curve

The tangent to a curve (L) at a point M (x, y, z) is the 
straight line MT to which the sécant line MM' tends when 
the point M' tends to M (cf. Sec. 225).

If the curve (L) is represented parametrically,

* = / ( 0 .  ÿ=q>(<) .  z=S>(<) ( i )
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then for the direction vector (Sec. 143) of the tangent we can 
take the vector l)

or the vector collinear with it,

' = { £ •  t -  s )  w
Its absolute value is equal to unity 2). The vector t  is there- 
fore called the unit vector of the tangent.

The coordinates of the vector t  are the direction cosines 
(Sec. 144) of the tangent:

cos a = ,  c o s p = ^ ,  C0SY=5J (4)
(in Fig. 390, a = £ A M T ,  P = £ B M T ,  y = £ C M T ) .

Explanation.  Fur the direction vector of the sécant line we can
take the vector M {a*, Ai/, A2} and, hence, also the vectors
MM'  ) A x  A y A x \  ̂  M M '  f  Ax A y A z \

< -7-7 —  j a n d — = • T T (  collinear wlthAi { Ai Ai A i )  AÏM' l As As As)
it. Formulas (2) and (3) are obtal* 
ned by proceeding to the 1 im 11.

From Fig. 390 we hâve
cos ^ C M A T =  —  a  Passage to 

the limlt yields cos Y=^--  We ob-

ta ln  the other two formulas in (4)
In the same way.

The symmetric équations of 
the tangent (Sec. 150) are of 
the form

X - x  _ Y -  y ______
2' y' 2' w

The primes dénoté dérivatives with respect to any parameter. 
Example. Consider the hélix (Sec. 349)

x =  a c o s /, y =  as in t ,  z = b t  (la)

*) The vector r'  is the dér ivative of the radius vector r  {x, y, 2} 
(see the theorem in Sec. 355).

Fig. 390
Z—2
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The vector
r '  =  \—  a sin*, a c o s t , &} =  {— y% x, b) (2a)

is the direction vector of the tangent. From équations (6), 
Sec. 350, we get the unit vector of the tangent:

t = ( -----= = = r  sin - r r= = -  , - ^ = c o ST=i = - ,  - J =  \
\  Va*+b* Ya2+b2 Va2+b2 Va2+.b2 Va2+b« J

(3a)
so that

cosa=*---- — - sin
V a 2+ b2 V a2 + b2sin *,

cos R = - ~-ü— r cos t, cos y = —Va2+b* Va2+b2
(4a)

This formula yields: tan y —- j  (cf. Sec. 349). 
The équations of the tangent hâve the form

À - a c o s /  y - a s i n f  Z - b i
- a  sin/ acost  b

or
X - x  _  Y -  y _ Z -2  
- y  x b

In parametric form,
X — x — yut Y = y  +  xu, Z =  z-\-bu

(5a)

(5b)

(6 )

At the initial point (* =  0, x = a ,  y = 0, z =  0) the tangent 
is given by the équations X = a ,  Y = a u t Z —bu.

3 5 2 . Normal Planes

A plane P (Fig. 391) passing through a point M of a 
curve L and perpendicular to the tangent MT is called a 
normal plane to the curve L.

The direction vector of the tangent (Sec. 351), r ' =  
=  \x', y \  z'\,  is a normal vector to the plane P. The équa­
tion of a normal plane is of the form (Sec 123)

(X-~x)x' +  ( Y - y ) y '  +  ( Z - z ) z ' =  0 
or, in vector form,

{R — r) r'  = 0
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Example. The équation of a normal plane to the hélix 

x = a cos t, y =  a s in t ,  z —bt
is of the form

(X—a cos t) (—a sin t) +  (Y —a sin t) (a cos t)-\-(Z —b t) b = 0  
or

- y X  +  xY +  b Z - b z  =  0
The normal plane at the initial point 
(a, 0, 0) is given by the équation

aY +  bZ= 0

Any straight line passing through 
the point M of thespace curve L and 
perpendicular to the tangent MT is 
called the normal to the curve L (at the 
point M). A space curve has an infinity 
of normals ail of which lie in the normal plane.

If a curve L lies in one plane, then from the infinity of 
normals one is selected (the principal normal) lying in that 
plane. We can also choose a principal normal in the case of 
a twisted curve (Sec. 359). 353

35 3 . The Vector Functlon of a Scalar Argument

Diflnition. A vector p  is called a vector function of a 
scalar argument u if to every numerical value that u can 
take on there corresponds a definite value of the vector p  
(i.e. a definite magnitude and a definite direction of the 
vector).

In contrast to a vector function, a scalar quantity depen- 
ding on u is called a scalar function.

Example 1. Point M is in motion along a curve L 
(Fig. 392). The velocity v  (regarded as a vector) is the vec­
tor function of the scalar argument t (the time reckoned 
from some initial instant) because at every instant the vector 
v  has a definite magnitude and a definite direction (it is 
collinear with the tangent to the curve L). The vector v  
may also be regarded as a function of the (scalar) argument 
s (arc length M0M). The magnitude of the velocity is a sca­
lar function of the argument t (or s).
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Example 2. The radius vector (Sec. 95) OM of point M 
describing a curve L (Fig. 392) is a vector function of the 
arc length s =  M0M. The coordinates x, y , z of the vector
OAf (i.e. the coordinates of the 
of s (cf. Sec. 350, Example 2).

point M) are scalar functions

Note. If the terminal point of a vector p  is moving (as 
in Example 1), then we can choose some fixed point O
(Fig. 393) and take it for the origin of the vector OP equal 
to the vector p.  The locus of the terminus P (as a rule, this 
is a curve) is called the hodograph of the vector function p.  

Notation of a vector function. The notation

P = P  (u)
signifies that p  is a vector function of a scalar argument u. 354

3 5 4 . The Limit of a Vector Function

Définition. A constant vector b is called the limit of a 
vector function p  (u) as u —►a (or as u —► oo) if the abso- 
lute value of tne différence of the vectors p  (u) and b is 
infinitésimal as u —►a (as u —► oo).

Notation:
lim p ( u ) = b  (1)

u->a

Explanation. Let us refer the variable vector p(u)  to the 
fixed origin O (Fig. 393). If as u —► a the moving terminus 
P tends to coincidence with the fixed point B , then the vector
O B = b  is the limit of the vector p  (u). The différence
p(u) — b is the vector BP, and the absolute value of the 
latter is infinitésimal.
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Note 1. If the absolute value of a vector function p( t)  
is infinitésimal, then the vector p  itself is infinitésimal. The 
order of smallness of a vector is the order of smallness of 
its absolute value.

Note 2. The continuity of a vector function is defined in 
the same way as that of a scalar function (Sec. 218). Picto- 
rially, the continuity of a vector function is expressed by 
the fact that its hodograph is an unknown curve. If a vector

f) is a continuous function of t f then its coordinates are 
ikewise continuous (scalar) functions of /, and vice versa.

Note 3. The theorems on the limit of a sum and product 
are also extended to vector functions; observe that ail pos­
sible products may be considered (a scalar function by a 
vector function, a scalar product by two vector functions, 
their vector product, and a mixed product of three vector 
functions). The theorem on the limit of a quotient is applied 
to the only type of division considered in vector algebra 
(the division of a vector function by a scalar function).

355. The Derlvatlve Vector Function

D éfin ition . The dérivative of a vector function p  (u) is 
the vector

p'=lim Pi“+àu)-piu) (1)
A « - o

The vector p '  is itself a vector function of the argument 
u. Whence the name, dérivative vector 
function, and the désignation: p ’ (u).

Geom etrical in terpréta tion . Let the mo-
ving terminus of the vector OM =  r(u)
(Fig. 394) describe a curve L [the hodog­
raph of the vector function r  (u)\. Then 
the vector r' (u) is directed along the 
tangent MT towards increasing values of 
the parameter u\ its length | r' (u) | is
equal to I j (see Example 1). If we ta-
ke s for the argument, then the dériva­
tive vector function is equal to unity (see Example 2).

E x p la n a t io n .  As the vector r(u) moves from point M(a) to 
M '(u  + Au), it receives the incrément

Ar=r(u + Aa)-r(n)=OAT-OM = MM'
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The vector is directed along the sécant M M ';  its lengthAu Au

is equal to ^  - 1 • As Au -►O, the sécant M M '  tends| Au| | Au | j Au /
to coincidence with the tangent, and the rat io tends to the limitAu
ds 
du '

The coordinates of the dérivative p' (u) of the vector 
p  (u) are respectively equal to the dérivatives of the coor­
dinates of the vector p(u)\  that is,

[ x ( u ) l ^ y ( u ) j + z  (u) k \ '= x '  (u) i +  y' ( u ) j + z '  (u)k  (2)

or, in an alternative notation,

{*, y ,  z } ’ =  { x ' ,  y ' ,  z'} (3)

Example 1. Using the notations of Sec. 349, we express 
the radius vector r of a hélix in terms of a parameter t as 
follows:

r  =  {a cos f, a sin t , bt\
By (3),

r' =  {— a sin f, acos t ,  b\

The vector r' is directed along the tangent to the hélix [cf. 
Sec. 351, formula (2a)]; its length Ÿ a ï  +  V2 is equal to 
£  [cf. (5). Sec. 350).

Example 2. If we take the arc s for the argument of the 
radius vector r  of the hélix, then (Sec. 350, Example 2)

{ s . s  b ïa cos , , a sin ----- , s \ ,
Va* + b2 \  a* + b- Va- + b2 f

-  a s a s b- -■■ ■ - sin —■ , , cos — , -- ■—\a2+b* Va* + b2 Va*+b2 Va2+b2 Va2+b2
The magnitude of the vector r' is

a2 
a2 + b2sin2 s

Va*+ b2 Va2+ b2

Higher-order dérivatives. They are defined in the same 
way as for scalar functions, and are denoted p n (u), p" '  (u), 
etc. The expressions of dérivatives in terms of differentials 
are given in Sec. 356.
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Mechanical interprétation of dérivatives. Let r  (t) be a
vector function ex pressing the radius vector of a moving 
point in terms of the time t. Then r' (/) is the vector of 
:he velocity of point M and r " (/) is the vector of its accé­
lération.

366. The Differential of a Vector Function

The differential of a vector functionp  (u) is defined in the 
same way as for a scalar function (Sec. 228) and is denoted dp .

The differential of a vector function p  (u) is a vector; it 
is equal to the product of the dérivative 
of the vector function p ' (u) by the incré­
ment in the argument:

d p = p '  (u) Au (1)
or

d p = p r (u) du (2)

Geometrical interprétation. The diffe­
rential dr (u) is a vector MN (Fig. 395) 
directed along the tangent MT ; the 
coordinates of the vector dr are the 
differentials of the coordinates x, y, z of point M:

dr =  {dx, dy, dz\ (3)

The length of the vector dr is equal to the differential of 
the arc s = M 0M:

| dr | =  V d x 2-f-dy2-\-dz2 — ds (4)
or

dr2 =  ds* (5)

If the arc s is the argument of the vector function r(s), 
then | dr | =  As =  MAT. In the general case, however, | Ar | 
differs from the arc MM ' (and also from the chord MM') by 
an infinitésimal of higher order than Au.

The invariance of expression (2). Formula (2) also holds 
true when u is regarded as a function of some argument. 
Formula (1) does not possess this property (cf. Sec. 234).

Differentials of higher order. They are defined in the same 
way as for scalar functions (Sec. 258) and are denoted by 
d2p, d3p t etc.
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Expressing dérivatives In ternis of different lais:

p ’ (u) =
dp
du

?
d*p

(“) = a r - /» " (« )=
d*p
du* ’ * * *

(6)

(7)

In formule (6), u may be either an independent variable or 
a dépendent variable; formulas (7) are valid when u is an 
independent variable, otherwise they do not, as a rule, hold 
true (cf. Sec. 259).

3 5 7 . The P rop ertles of the D erlvatlve 
and DlfVerentlal of a Vector Functlon

1. The dérivative of a constant vector a  is zéro; the diffe- 
rential is also equal to zéro:

Tu= 0 .  Ja=Q ( 1 )

Conversely, if the dérivative of a vector is identically equal 
to zéro, then the vector is constant.

Note. A constant vector not only has constant length,dp
but constant direction as well. The dérivative r  of a va-du
riable vector p  of a constant is not equal to zéro (it is per- 
pendicular to the vector p \  see Property 6).

2. The differential oi a sum oi several vectors is equal 
to the sum of their differentials. The property is the same 
for dérivative:

à [ p ( u ) + q  (u) — r  (u) \=dp  (u) +  dq (u)—dr (u), (2)

T J P  +  Q - r \ = f u +  d£ - d£  (2a)

3. Formulas of différentiation similar to those of Sec. 239 
hold true for ail types of multiplication of vectors, with the 
sole différence that a strict order of the factors is observed 
in vector and mixed products (cf. Sec. 112, Item 2, Sec. 117, 
Item 1):

d (mp) — m dp-}-p dm. (3)
à { p x q ) —p x d q  ^-dpxq. (4)

d (p q )—p  d q + q d p , (5)
d ( p q r ) = d p  qr + p  d q r + p q  dr (6)
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The corresponding formulas for dérivatives are:
d . . dp dm (3a)

d dq dp
Tu<Px ‘»  =  P x Tu+TuX ‘l' (4a)

d . . <iq dp
T u W ^ P T u  +  l T u ’ (5a)

d dp dq dr
Tu I P ^  = T u (lr + P T u r +P<ldü (6a)

4. As a particular case of formulas (5) and (5a), we hâve
d (p2) =  2pdp, i ( p * )  =  î p f u (7)

5. A constant factor (scalar or vector) may be taken out- 
side the sign of the differential (dérivative):

d (ap) =  adp  (a =  con st), (3b)
d (a x q )  =  a x d q  (a =  const), (4b)

d{aq) =  a d q  (a — const), (5b)
d (aqr) =  a d ( q x r )  (a =  const) (6b)

This follows from Proper t ies  1 and 3.

6. If the vector p  (u) maintains constant length, then it 
is perpendicular to the vector p'(u), and also to the vector 
dp(u), i.e. if

p % =  const (8)
then (cf. Item 4)

/?/?' =  0, p  dp — 0 (9)
This  follows from (7).

Geometrically, the hodograph of the vector p  (u) is a 
spherical line; its tangent is perpendicular to the radius of 
the sphere. 358

358. Osculatlng Plane

Définition. The osculating plane of a curve L at a point M . 
is the plane P, with which the plane KMK' (Fig. 396) tends 
to corne to coincidence when two (noncoincident) points K 
and A' approach (along L) the point M.

Note 1. For the curve L Iying in the plane Q, the oscu- 
lating plane coïncides with the plane Q For a straight line, 
the osculating plane remains indeterminate.
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Explanation. Label three points M, K , K' on a wire model 
of the curve L. If they are not too far away from each other, 
the arc KMK' will practically lie in the plane KM K’ 
(although the arc will départ considerably from rectilinear

form). The osculating plane is 
an abstract image of the plane 
KMK'. If, using the model, we 
put a sheet of paper so that it 
practically coïncides with the 
osculating plane, then, despite 
the inclination, it will retain its 
equilibrium (due to friction on 
the section KMK'). In ail other

f>ositions, the sheet of paper will 
ail away from the model.

The équation of the oscula­
ting plane. The “velocity vec- 
tor” r'(u) and the “accélération 
vector” r " (u) both lie in the 
osculating plane. If they are 
not collinear, then the vector 
product

£ = r ' x r "  (1)

is the normal vector to the osculating plane l) and the équa­
tion of the latter is

( R — r )  r 'r " = 0  (2)
or, in coordinate form,

X —x
x'
x"

Z—z
z ’
z”

= 0

Example. Find the osculating plane of the hélix 
r =  {acosw, asinw, bu)

Solution. We find
r'(w) =  { —asina,  acosw, b \ t 

r"(u) =  \ —a cos u, —asinu,  0}, 
r' (u)xr" (u) =  \ab sin a, — abcosu, a2} =  

= a { 6 s i n a ,  —b cosu, a)

(3)

n  I f  r' a n d  r "  a r e  c o l l i n e a r  a n d  i l  i s  t h e  f i r s t  o f  t h e  d é r i v a t i v e  
v e c t o r s  n o t  c o l l i n e a r  w i t h  r ' ,  t h e n  f o r  t h e  n o r m a l  v e c t o r  t o  t h e  o s c u ­
l a t i n g  p l a n e  w e  c a n  t a k e  r ' x r ^ ) .
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By virtue of (3) the équation of the osculating plane is 

(X — a cos u) b sin u — (K — a sin u) b cos u +  (Z — bu)a =  0

or
6 sin uX —b cos uY +  aZ=abu

The angle cp formed by the osculating plane and the axis 
of the hélix is found (Sec. 146) from the formula

Vb2 s i n 2 u + b2 c o s 2 u + a2 Va2+b2

Whence tan <p=-—, that is, the osculating plane forms with
the axis of the hélix the very same constant angle as the 
tangent (Sec. 351, Example).

The osculating plane has the following properties.
(1) The plane T MK (Fig. 396) which passes through the 

tangent MT and the point K of curve L tends to coincidence 
with the osculating plane P when the point K  tends 
to M.

(2) The plane P' (Fig. 396) which passes through the 
tangent MT and is parallel to the tangent KS also tends to 
coincidence with the P plane when the point K  tends 
to M.

Note. Either of these properties may be taken as a difini- 
tion of the osculating plane. 359

359. Principal Normal. The Movlng Trihedron

The normal MN to curve L (Fig. 396) lying in the oscu­
lating plane P is called the principal normal; the normal 
MB perpendicular to the osculating plane is called the bi- 
normal. The plane T MB which passes through the tangent 
and binorrnal is called the rectifying plane.

The three mutually perpendicular planes T MN (osculating), 
N MB (normal) and B MT (rectifying) form a moving trihedron; 
the three mutually perpendicular straight Unes M Tt MNt MB 
(edges of the moving trihedron) are frequently taken as the 
coordinate axes (the tangent MT as the axis of abscissas, or 
jc-axis, the principal normal MN as the axis of ordinates, 
or y-axis, and the binorrnal MB as the z-axis). See Sec. 361 
on the choice of positive directions.
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It is convenient in the general case to compute the direc­
tion vectors of the edges in the following order:

T = r '  (vector of tangent, see Sec. 351), (1)
B =  r ' x r ” (vector of binormal, see Sec. 358), (2)
N = B X T =

= ( r 'x r * ) x r '  (vector of principal normal) (3)

Expression (3) of the vector N is simpliüed when the 
arc s of curve L is taken as the parameter. Namely,

N = — l)n ds* (4)

Example." Find the moving trihedron of the hélix 

r = { f lc o s « , a sin u , bu\

Solution. The vector of the tangent (Sec. 355, Example l) is 

T = r '  =  {— a sin u, acosw, 6}

The vector of the binormal (Sec 358, Example) is 

B = r ' x r ”= {a b  sin u, — abcosu,  a8}

The vector of the principal normal is

N = B x T = { — a (a2+ 6 8) cos u, — a(a2+ b 2) sin u, 0}

The équations of the principal normal hâve the form
X — a cos u __Y -  a sin u __ Z - b u

cos u sin u 0

We can see that the principal normal is perpendicular to 
the axis of the hélix and intersects this axis at the point 
(0, 0, bu). Hence, the principal normal goes along the radius 
of the cylinder that carries the hélix. The rectifying plane 
coincides with the tangent plane of the cylinder.

l> Using the formula of the vector triple product (Sec. 122), weget
/V=<r'xr")Xr'=r* (r '* ) - r '  (r'O

Since ln the given case ^*=1 and r'r^=0, lt follows that N —r
d*rGeometrically, the vector off accélération - j p  is in the osculating

plane and is perpendicular to the vector of the tangent . Hence, 
it is directed along the principal normal.
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MO. Mutual Positions of a Curve and a Plane

1. If a plane Q passing through a point M does not pass 
hrough the tangent MT of curve L, then near the point M 

:his curve lies on both sides of the plane.
In particular, a normal plane always cuts the curve L.
In the case under considération, the distance d from 

a neighbouring point M' of curve L to the plane Q is of the 
same order as the arc MM'.

2. If the plane Q contains the tangent MT but is not 
the osculating plane, then L, as a rule, lies on one side of 
the plane near point M (the direction of concavity of curve L). 
An exception is possible only if the vectors r', r "  are col-- 
linear.

In particular, as a rule, curve L lies to one side of the 
rectifying plane.

The distance d is of second order with respect to the 
arc ATM' in the general case under considération.

3. If plane Q is the osculating plane, then curve L near 
point M, as a rule, lies on both sides of the plane. The only 
exception is for coplanarity of the vectors r', r ”, r"'.

The distance d, here, is as a rule of third order with 
respect to ATM'. Only in the indicated exceptional case is 
the order of d above third. 361

361. The Base Vectors of the Movlng Trlhedron

For the positive directions, on the edges of the moving 
trihedron we take the directions of the following unit vectors 
(which play the part of the vectors i , / ,  k  in the rectangular 
coordinate System).

1. The base vector of the tangent t is directed along the 
tangent in the direction of increasing values of the parameter:

T  __ r* (u)

VT* VTÛm) ( 1)

If we take the arc s of curve L for the parameter, then
dr
ds (la)

2. The base vector of the principal normal n is directed 
along the principal normal towards concavity of the curve L:

N __ ( r 'x O x r ' 
VW*~~ Y (r'xr")* Vr7* (2)
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If \ve take the arc s for the parameter, this expression 
eau be substantially simplified:

d'-r

n = (2a)

3. The base vector of the binormal b is directed along 
the binormal so that the triad of vectors t,  n t b is right- 
handed:

b =  t x  n r 'x r "
V ( r 'x r " ) * (3)

For the parameter s we hâve

b =
~ v  —  
ds A  d s 2 (3a)

Note. The direction of the base vector of the principal normal 
does not dépend on the choice of parameter, i.e. it has objec­
tive geometrical meaning. The base vector of the tangent can 
hâve either one of two opposite directions, depending on 
parametrization. If for instance we take the time as the pa­
rameter, then the direction of the vector t coincides with the 
direction of motion of point M along the curve L. If the 
arc is the parameter, then the direction of the vector t  coin­
cides with the direction of reckoning positive arcs. Thus, 
the direction of the vector t  does not hâve objective geomet­
rical meaning. When the direction of the vector t has been 
established, the direction of the vector b is fully defined.

362. The Centre, Axis and Radius of Curvature of a Space Curve

In Fig. 397, let the point M' moving along a space cur­
ve L tend to a fixed point M where the curvature K is not 
equal to zéro. Then the straight line A’B \  along which the 
fixed normal plane Q intersects the moving normal plane Q\ 
tends to coincidence with the straight line ABy which is per-
pendicular to the osculating plane P and distant MC =  ~
from point M. Here, the ray MC is in the direction of con- 
cavity of curve L.
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The straight line AB is called the axis of curvature, the 
:oint C where AB intersects the osculating plane P is the 
antre of curvature, and the segment MC is the radius of 
r^rvature.

The radius of curvature is denoted by p; the quantities p 
md K are reciprocal:

p = 4 -  * H r  o)
For a plane curve (its plane is the osculating plane) the 

centre and radius of curvature may be obtained by a con­
struction as indicated in Sec. 343.

A circle with radius CM =  p 
described from the centre of curva­
ture C is called the osculating 
circle or the circle of curvature of 
the curve L at the point M.

Note î. If the curvature of L 
at M is zéro, then we say that the 
radius of curvature is infinité and 
we write p =  oo (cf. Sec. 343, Note).

Note 2. The définition of an 
involute given in Sec. 347 refers 
both to plane and twisted curves.
The twisted curve L' also has an 
infinity of involutes (ail twisted).
But in contrast to the case of the 
plane curve (cf. Sec. 347), the 
centre of curvature of each one of 
the involutes L describes a curve 
which does not coincide with V .
For this reason, the locus ol the centres of curvature of a 
twisted curve is not giver the name evolute.

363. Formulas for the Curvature, and the Radius 
and Centre of Curvature of a Space Curve

The curvature K is given by the formula

In coord inate form,
/C = y  (r'xr")9

^  V  (y ’2? -  2 ' y " ) « +  (z 'x"  -  x 'z ”)* +  ( x ' y" -  y 'x ")*
K u'»+i/ ' , + z/ »)3

( 1 )

(2)
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If the arc is taken (or the parameter, formulas (1) and 
(2) are simplified:

K =

• * - / ( g ) , - | g | -  

/  © ■ + ( » ' + ( g ) 1

(la)

(2a)

In accordance with formula (la), the vector —  is called
the curvature vector. This vector is in the same direction as
vector MC from point M of curve L to the centre of curva­
ture C. v

The radius of curvature p is found from the formula

P” 7T ^
One of the expressions (1), (2), (la), (2a) has to be substitu-
ted here.

The radius vector X q of the centre of curvature is
r c = r  +  nç> (4)

and is expressed [by (2), Sec. 361] by the following formula:

r c = r  +  ip x ’o 1 Kr ' x  r ") x  r 'l  (5)

Accordingly, the coordinates xc , yCt zc of the centre of cur­
vature are expressed by the formulas

v __„ | Xft+y'*+Z'* / n / /~»f /\ ^
xc  ■*+ a *+b * + c a Cy),

yc=y-
zc ==z-

x '*+ y '*+ z'*  .ç. . _ _  -  ,x

x't + y't+z'** (Ay' — Bx')

> (6)

A* + B* + C* /
For the sake of brevity we use the following notation:

A=y'z” — z'y”> 3 =  z'x?—x'z”t C^x’tf—y'if (7)

H for the parameter we take the arc, then formulas (5) 
and (6) take the form (after simplifications):

r  c = r  +
d * r

d*r 
ds• (5a)
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* C = *  +

d* x
JT'

( S ) ’ * ( S ) * *  ( S )

t = « + p - S 5 .

yc=y-
d*y
ds*

( S ) ’ * © ’ * ® )
î = p + p ’S - ( 6 a )

*C =  * '

i î f
<fs*

(d*x V  fd'y\*^(d*2 \ 2
{ i P )  + { i p )  + { d P )

= Z + P 5 ?

iVo/e. The formulas for the curvature, the radius and centre 
of curvature of a plane curve (Sec. 344) are obtained from 
the foregoing if we put z =  z' =  2 /r = 0.

Example. Find the curvature, the radius and centre of 
curvature of the hélix L:

r = { a  cos f, a s in /,  b t )  (8)
Solution. Taking the arc length for the parameter, we 

hâve (Sec. 350)
S „  S bs ^r = {° COS ■ asm Va*+b* 9 Va* + b* /Va* + b* 9 

Differentiating twice, we get

r "=  {ô'T ï*C0S K5*+&* ’ ” “T+ ï’,Sin V^ÜT' ’ 
Formulas (2a) and (3) yield

b* '
__al +b*_ a . b* 

F  a ' a (9)

That is, the curvature and the radius ol curvature are con­
stant. Formulas (6a) yield

a*+6»



534 HIGHER MATHEMATICS

From (10) it is évident that to construct the centre of cur- 
vature it is necessary to produce the radius of the cylinder 
(carrying the hélix) beyond the axis of the cylinder to aL2
constant distance — . Thus, the centre of curvature of thea
hélix L will describe a helical curve Lx (with the same lead
h =  2nb)  plotted on a cylinder of radius ûi =  ~  (with the
same axis). The symmetry of the relation aax =  b2 shows that 
the curves L and Lx are reciprocal, that is, the centre of 
curvature of Lx will describe L.

364. On the Slgn of the Curvature

We attach sign in the followlng manner to the curvature of plane 
curves lying in the same plane. If the' vector of the tangent rotâtes 
counterclockwise as point M moves towards increasing values of the 
parameter u, then the curvature is considered positive; if clockwise, 
it is négative.

The sign of the curvature 1s reversed if the parameter u is repla- 
ced by another parameter u '  which decreases when u increases. When 
the abscissa is taken for the parameter, the increase in the parameter 
is associated with displacement of the point Af to the right. In this 
case, the curvature  is posit ive when the curve is concave up, and 
négative when the curve is concave down (Sec. 282).

Formulas (1) and (1), Sec. 344, are repiaced by the following:

K = ------

K _  x 'ÿ " -y 'x r  
(x'* + y'*)*/t

Example. The curvature  of the clrcle
jc= a cosu, i /= as in u

computed from formula (I) is ~  (increasing parameter is associated
with counterclockwise traversai; the vector of the tangent rotâtes in 
the same direction) If this clrcle is represented by the équations

x=a  cos a', y= - a  sin u'

then formula (I) yields K = —--.
If the clrcle is given by the équation

jt2+0a=fl*
and we apply formula (1), then for the upper semlcircle we get
K = - — (traversai is counterclockwise and concavity is down), for the a
lower semlcircle we get K .a
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This example shows us that ln itself the sign of the curvature 1s 
devoid of any geometrical meaning. It is only the change in sign 
»hen passing through some point (point of inflection) or, on tne 
contrary, préservation of sign on some segment that is of any signi- 
•icance.

Sign cannot be attached to the curvature of space curves (plane 
curves included) because in space there is no clockwise or counter- 
clockwise rotat ion.  These two directions are dist inguished for Unes 
in the same plane, because we can choose the front of a plane and 
nave in mina an observer on that side. Now if (by some criterion) 
*e were to distinguish the front and back sides on the osculating 
planes of an arbitrary curve in space, there would not be any posi- 
îion from which an observer could perceive ail planes from the Iront 
side.

365. Torsion

The torsion of a space curve characterizes the degree of 
déviation of a curve from the plane form (just as the curva­
ture characterizes the degree of déviation from the rectilinear 
form).

Définition. The torsion of a curve L at a point M is a 
quantity defined as follows: it is equal in absolute value to 
the, limit to which the ratio of the angle co' formed by the 
binormals MB and M'B' to the arc MM' tends when the 
point M' tends to M on L. The sign of the torsion (and also 
the sign of the angle w') is considered positive when the pair 
of binormals MB , M'B' is right-handed (see Sec. 165a) and 
négative when this pair is left-handed. The symbol for tor­
sion is a:

a  =  lim -J *  -  
M M '

Note. The binormal of a plane curve préserves constant 
direction so that the torsion of a plane curve is everywhere 
zéro. Conversely, if the torsion of a curve is everywhere zéro, 
then the curve is plane. The torsion of a twisted curve can 
equal zéro only at spécial points called planar points.

Radius of torsion. The quantity r = - i - ,  the reciprocal of 
the torsion, is called the radius of torsion, by analogy with 
the radius of curvature, p = - - - .  But this analogy is incom­
plète: the process, similar to the construction of a centre of 
curvature, does not yield any “centre of torsion”.

Torsion is expressed by the formula
rV'r'o (r'xr'y ( 1)
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or, in coordinate form,

\T
t f "

r
ir

' (y'2''-z't/')*+(z'j?, -x 'z ' ') t + (x'y”-y 'x " ) t ®

If we take the arc s for the parameter, then formulas (1) 
and (2) are somewhat simplified: 

dr d*r d*r

a = -ds ds* ds* 
f d * r \ 2 
\ds*J

— 02 ( m * r d_ ï )
“ F \d s d s * d s * J (la)

= [ ( S ) , + ( 3 ) ’+ .® )* ]  «

or, in coordinate form, 
dx dy dz 
ds ds ds 
d 'x  d 'y  d*z 
ds* ds* ds* 
d*x d*y d*z 
ds* ds* ds*

Example. Find the torsion of the hélix
x = a  cos u, y = a s i n u ,  z =  bu 

Solution. We hâve
—a sin u  a cosu b

r 'r”r'"  =  —acosu  — asin u  0 = a 2b 
a sin u —a cos u 0 

(r' x r*)2 =  a2 (a2 +  62)

By formula (1) we obtain
_  b 

° ~ a *  + b*

From this we see that the torsion of a right-handed hélix 
(b > 0) is positive, that of a left-handed hélix is négative.



SERIES

M . Introduetory Remarks

In order to overcome the difficulties involved in intégra­
tion, Newton and Leibniz expressed the integrand function 
:n the form of a polynomial with an infinité number of ternis 
• see Sec. 270). Applying to such expressions the ordinary 
ru les of algebra, mathematicians of the 18th century made 
a host of remarkable discoveries. It was observed, however, 
that if one applied the rules of algebra to infinité sums 
without restriction, errors would inevitably crop up. It be- 
came necessary to state in précisé form the basic concepts of 
infinité sériés and prove in rigorous fashion the properties of 
infinité sériés. This problem was resolved by mathematicians 
of the 19th century, some of whom we will encounter in the 
following sections.

367. The Définition o! a Sériés

Let there be given a sequence of numbers
«i, Ut, «a. •••.  un, . . .  (1)

Let us add these numbers together in the order they are 
given. We obtain a new sequence slt s2, s3, ..... sn, . . .  where

Sa =  « i  +  « 2,
S3 =  « l+ « 2  +  W8, /0%

Sn =  «l +  "2 +  W3+ - -  - +«n .

The process of its formation is given, in abbreviated fashion, 
as follows:

ui +  ut +  u3 +  . . .  +  un +  . . .  (3)
This is called an infinité sériés or, simply, a sériés. The 
numbers Uj, u2t u3t . . .  are called the terms of the sériés. 
The sum

s„ =  U i+w24-w3-|- . . -\-un 
is called the partial sum of the sériés is the first
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partial sum, s2 =  Wi + « 2 the second partial sum, s3 =  a1+ a 2+K3, 
the third partial sum, and so on).

Exam ple 1. The expression
l + ( - l ) + l + ( - l ) + . . . + ( - l ) "  + i +  . . .  (4)

or, as it is usually written,
1 - 1  +  1 - 1  +  . . .  (4a)

is a sériés. The meaning of expression (4) is that from the 
terms

1, - 1 ,  + 1 , - 1 ..........( - 1 ) » +1, . . .

we form the partial sums

Sj 1 , s2-- 1 --  1 =  0, Sg =  1   1 -j- 1 — 1 , . . .
. . . .  sn= l - l  +  . . . + ( - r i = Lt!:.»’, t ' . . . .  (5)

Exam ple 2. The expression

1+ t + t + t + - - -  +  ( t ) " ‘ , +  -  <6>
is a sériés. It States that the terms

go to make up the partial sums
1 3 /  i \ » - i

*1=1. *2= 1 T . *3=1 T ......... sn = 2 — ( y )  • (7)

368. Convergent and Divergent Sériés

Définition, A sériés is called convergent if the sequence 
of its partial sums has a fini te limit. This limit is termed 
the sum of the convergent sériés.

If a sequence of partial sums has no finite limit, then the 
sériés is called divergent. A divergent sériés has no sum.1)

Exam ple 1. The sériés
1 + 2  +  3 +  4 + . . . + n + . . .  (1)

*> The word sum is understood In the sense established bv the 
définition. The concept of a sum of a sériés may be extended and 
then some divergent sériés will also hâve sums (in the extended 
sense).
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s divergent because the sequence of its partial sums
i o o 4" 1 ) /o\S j = l ,  S2= 3, s3 =• 6, . . .» sn == 2 » ••• (2)

-as the limit infinity.

Example 2. The sériés

l - l  +  l - l  +  . . . + ( - l ) "  + 1+ . . .  (3)
* divergent because the sequence of its partial sums

S i = l .  s2= 0 ,  S ,=  l, . . . .  3 „ = l+(~^" + ‘ , . . .  (4)

cf. Sec. 367, Example 1) has no limit at ail
Note 1. When the sequence sl9 s 2, s3, . . .  does not hâve 

any limit, the divergent sériés is called indeterminate. 
Example 3. The sériés

1 1 1  /  1 \ n - l
1+ t + t + t + - - -  +  ( t )  + • • •  (5)

is a convergent sériés because the sequence
1 3 /  l \ n - l

Sj =  l, s2 =  1 — , s3=  1—, . . . ,  sn — 2 j  » . . .  (6)

has a limit equal to 2:
lim sn =  2

n -* cc

The number 2 is the sum of the sériés (5).
Note 2 . The notation

wl +  w2 + • • • «  • = 5  (7)
means that the sériés ux-\-u2-y . . .  +  wn +  . . .  converges and 
that its sum is equal to S, i.e. the notation (7) is equiva» 
lent to the notation

lim (ux +  u2 +  . . .  +  un) =  S
n-Kx>

Example 4. The notation

means that the sequence of partial sums

S x = l .  s , = y .  * = 4 ........  Sn==T  [  , — (  ^ ) n] ’ •••
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has a limit equal to — , lhat is, that

lim T
fl —* oo L

1 - -

369. A Necessary Condition for Convergence of a Sériés

The sériés
u i +  w2 +  • • • + un +  • • • (1)

can converge only when the term un (the general terni of the 
sériés) tends to zéro:

lim un= 0 (2)
n-M»

To put it differently, if the general term un does not îend 
to zéro, then the sériés diverges 

Example 1. The sériés

0.4 0.44 4-0.444 +  0.4444-1- . . .  (3)

definitely diverges because the general term ^it has the

limit — ̂  does not tend to zéro.
9 /

Example 2. The sériés

1 — 1 +  1 — 1 +  ..  (4)
definitely diverges because the general term does not tend to 
zéro (and has no limit at ail).

Caution. Condition (2) is not sujficient for convergence 
of a sériés: a sériés whose general term tends to zéro may 
converge but may also diverge (see Examples 3 and 4). 

Example 3. The so-called harmonie 11 sériés

' + T + T  +  T + - "  ©

diverges although its general term tends to zéro. To con- 
vince yourself of the convergence of the sériés, consider the

•> The name stems trom the tact that when a string is dlvided 
into 2, 3, 4, even parts, the sounds emilted are in harmony
w ith  the iundamental tone.
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partial sums

si « = s8 +  ( T + 7 5 + - - * * + 7 g )  > 6* y  011(1 80 on*

We see that the partial sum increases without bound, i.e. 
sériés (5) diverges.

Example 4. The sériés

which is obtained from the harmonie sériés by reversing the 
sign of even-numbered terms converges. To see this, take a

number scale (Fig. 398) and plot points representing the
• • « . 1 6 7 47 37

partial sums s1= l > s , = T  , s , = T  , «1 = -^ . s5 =  g ô .s«=ëô
Each of the odd points slt s3, s» will be more to left than 
the preceding one, and each of the even points s2» s«» se 
will be to the right; that is, the even and odd points move 
towards each other. It can be proved that this law holds 
true l) and that the points s2n, s2/i + i corne doser together 
indefinitely. l) This means that both even and odd points

»> The différence stB+ t - s fB_ » = Ç 1 - - - +  . +

1 ------- L _ j_  J -----------------L  J -------
1 2 ' 3 4 ' 5 (6)

Fig. 308

négative, the diffe-

rence » . ,+ t - s fn= 5— ^ Is positive.,,I+B ,n” 2n+l 2n + 2 y
•) The différence s,„ + tends to zéro as n^co.
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tend to some point S (even from the right, odd from the 
left). Hence, the sequence of partial sums of the sériés (6) 
has as its limit the number 5, i.e. sériés (6) converges and 
5 is its sum.

The partial sums slt s3, sh yield approximations of S 
that are too large, while s2, s4, s6 yield approximations that 
are too small. Computing s9=0.745 and s10=0.645, we get 
for 5 one correct digit: S = 0 .7 . Computing sggg and s1000, 
we would find that S =0.693 with three correct digits. The 
exact value of 5  is ln 2:

‘ - T + T - T + - -  =  ,n2 <7>
.Formula (7) ls obtained from the expansion

. . .  x K2 x* *4 ln (1 + * ) = * -  — + —-----— + • . .

for x - \  (cf. Sec. 270, Item 4 and Sec. 272, Example 2).

370. The Remalnder of a Sériés

If we discard the first m terms of a sériés

Wl +  W2 +  • • • + “ / » + ü flJ + l  +  “ »B+2+  • •• O)
we get the sériés

W/»+l  +  w/» + 2 +  • • • (2)
which converges (or diverges) if th  ̂ sériés (1) converges (or 
diverges). Therefore, when investigating the convergence of a 
sériés we can disregard a few of the first terms.

When the sériés (1) converges, the sum
R m ~ u m + \ - \ - u m + 2Jr  • • • (3 )

of sériés (2) is called the remainder (or remainder term) of 
the first sériés (/?i =  w2 +  m3+ . . .  is the first remainder, 
/?2 =  h3 +  m4+  . . .  is the second, etc.). The remainder Rm is 
the error committed by substituting the partial sum sm for 
the sum S of the sériés (1). The sum S of the sériés and the 
remainder Rm are connected by the relation

S = sm-\~ Rm (4)
As m -> oo the remainder term of the sériés approaches zéro. 
It is of practical importance that this approach be “sufficient- 
ly rapid”, that is, that the remainder Rm should become 
less than the permissible error, for m not too great. Then
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*e say that the sériés (1) converges rapidly, otherwise the 
sériés is said to converge slowly. Quite naturally, the speed 
oi convergence is a relative notion.

Exam ple 1. The sériés

' - T + T - T  +  -  ®

converges very slowly. Summing the first twenty terms, we 
get the value of the sum of the sériés only to within
0.5-10” 1; to attain an accuracy of up to 0 .5-10~4, we hâve 
to take at least 19,999 terms (see Example 4, Sec. 369). 

Exam ple 2. The sériés

‘- 7 + 7 - T + -  <6>
(a géométrie progression) converges much more rapidly than 
sériés (5); its fifteenth remainder — 277 +  • • • is

already less, in absolute value, than ^16 < 0.5-10-4 so
that 0 .5-10”4 accuracy is ensured by fifteen terms of the 
sériés.

Exam ple 3. The sériés

1 + T T + 2 7  +  37 +  - "

(its sum is equal to e\ cf. Sec. 272, Example 1) converges 
still faster; 0 .5-10-4 accuracy is ensured by eight terms of 
the sériés.

371. Elementary Operations on Sériés

l. Term wise m ultip lica tio n  by a number. If the sériés

Ul  +  U2 +  • • • + * * „ + • • ■  (U

converges and its sum is S, then the sériés

wux +  wu2-\~.. .wun+  . . .  (2)

obtained by term-by-term multiplication of (1) by one and 
the same number w also converges, and its sum is equal 
to wS, i.e.

^ 1  +  ^ 2 +  • • • ~ir w u n ~ \r  • • • — w  (wi  +  w2 +  • • • +  w/i +  • • •) (3)
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Example 1. The sériés

1"T  + T “ T + 1 - 1 + '"  (4>
converges and its sum is equal to 0.693... =  ln 2 (Sec. 369, 
Example 4). Consequently, the sériés

J___î_|_!___ L 4_ J___ !_l /5\
2 4 ‘ 6 8 M O  12 ' * * *

converges and its sum is 0.346... =-^- In 2.
2. Termwise addition and subtraction. If the sériés

N ul -\- u2 + . . .  +  u„ +  . . ( 6 )
ül + ü2 +  • • • +  *>„ +  • • • (7)

converge and their sums are respectively equal to U and V, 
then the sériés

( u i  ±  v i )  +  (u 2 ±  v 2) + • • • +  ( w n  ±  v n)  +  • • • ( 8 )

obtained by means of termwise addition (or subtraction) is 
also convergent and its sum is equal to U-\-V (or U — V),
i.e.

(ut ± v 1)-\-(u2 ±  v2) +  . . .  =  (ux +  u% +  . . .  ) ±  (üi v2 +  . . .  ) (9)

Example 2. The sériés
0.11+ 0.0101+ 0.001001+  ...

I 2converges and its sum is ~  . Indeed. this sériés is obtained
by termwise addition of the convergent sériés 0.1 +  0 .12 +  
+  0.13+ . . .  and 0.01+ 0 .013 +  0.013+ —  and the sums of
these sériés are, respectively, ~  and ~  .

Caution. Not ail properties of finite sums hold true for 
convergent sériés. Thus, if the terms of a convergent sériés 
are rearranged, the sum may be different and the sériés ma y 
even become divergent. To illustrate, rearrange the terms of 
the convergent sériés

« J ,  J__J .  J____L.  J___ ! .  J___ [_I _
1 2 ' 3 4 ' 5 6 ‘ 7 8 ' 9 10 _ r ----------

= 0 .6 9 3 . . . ( 10)

so that one négative . terni follows two positive ones (the 
order of the positive terms remains unchanged; this goes for
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the négative terms as well). We get a sériés
i _j__ !_____ !__ |__ !__|___!_____ 1___ « ! |__ L  !_i__ L _i_!_____

' 3 2 ' 5 ' 7 4 ' 9 ' I 1 6 ~  13 ~  15

— T + - -  0*)
which converges but whose sum is one and a half times 
gréa ter than that of the original sériés. Indeed, we hâve 
(see Example 1)

0 +  4 - + 0 - t + 0 + T + 0 ~ T  +  0 +  A + " - ==T ,°*693
(12)

(inserting zéros does not al ter the sum of the sériés!). Adding 
the sériés (10) and (12) termwise (Item 2), we get

1+ °  +  T - T  +  T  +  0 + T - T  +  T  +  ° + ” - =
=  - f -0.693...

Reducing fractions and deleting zéros, we get sériés (11) on 
the left.

372. Positive Sériés

A positive sériés (that is, a sériés ail terms of which are 
positive) cannot be indeterminate (Sec. 368, Note 1). lts 
partial sums always hâve a lim it—finite or infinité. In the 
former case, the sériés converges, in the latter it diverges.

A positive convergent sériés remains convergent upon 
rearragement of terms and its sum does not change (cf. Sec. 
371, Caution); a divergent positive sériés remains divergent.

373. Comparlng Positive Sériés

To test a given positive sériés

tt0 +  U l  +  a 2 + - * *  ( 1 )

for convergence, it is frequently compared with another po­
sitive sériés

Ü® +  Ül +  Ü2 +  • • * (2)
about which it is known that it converges or diverges.

If the sériés (2) converges and its sum is equal to V, 
while the terms of the given sériés do not exceed the corre-



546 HTGHER MATHEMATICS

sponding terms of the sériés (2)* then the given sériés con­
verges, and its sum does not exceed V. Likewise, the remain- 
der ,of the given sériés does not exceed the remainder of the 
sériés (2).

If the sériés (2) diverges, and the terms of the given sériés 
are not less than the corresponding terms of (2), then the 
given sériés diverges.

Example 1. Test for convergence the sériés

1 +  T~5 3̂ 5*" +  ‘ +  /z• 5rt~ 1 +  • • • ^
and if it converges find four significant digits of its sum S.

Solution. Compare the given sériés with the géométrie 
progression

1 +  T  +  JT+- - - +5Ï T=7+- - -  ( 4 )

Sériés (4) converges; its sum is 1.25. The terms of the 
given sériés do not exceed the correspond ing terms of (4) 
Hence, the given sériés converges, and 5 < 1.25. The remainder

^ n =  <*+ 1) 5" “̂  (n + 2) 5 " + '  +  {n + 3) 5ft + 2 +  * * • ^

of sériés (3) is less than the nth remainder of the sériés (4), 
that is

D /  _1_|___ 1___ I * |   ^
s  5 » T  5n + * ' 5»»+z i **• 4-5n “ J

For a better estimate, compare the remainder (5) with the 
sériés

(n + 1) 5n ( n+ 1) 5n + '  ^ {n+ 1) 5n +* +  - • • =  lw+ i ) . 4 . 5» - i  (S 6 )

Reasoning as before, we get the inequality

<  4 in+  I) 5 " - ’

Putting n =  1, 2, 3, . . .  in succession, we find that the expres­
sion — — * cn— becomes less than 0.0005 for n =  4. Sum 4 (n+ 1) 5n 1
four terms of the given sériés. This yields the foliowing appro­
ximation (too small)

S ~  1 + T 5 + F 5 ï +  r F = 1 1 1 5
(to within 0 .5-1Ü-3).
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Example 2. To investigate the convergence of the sériés

•r compare it with the harmonie sériés

1+ T  +  T + T + - "  W

~his sériés diverges (Sec. 369, Example 3), and the terms of 
**e given sériés are not less than the corresponding terms of 
r.e sériés (9). Hence, sériés (8) diverges.

Example 3. To investigate the convergence of the sériés

1 +  jjl +  'j2 +  '4 i+  • •• + ^ 5 + - * «  U®)

compare it with the sériés

1 + T 2  +  2^3+■3 4̂ “̂ ' * * * <*-l) n +  • ••

:he terms of which, from the second onwards, are gréa ter than 
:he corresponding terms of the sériés (10). The sériés (11) con­
verges and its sum is S =  2 because the nth partial sum can 
De represented in the form

s » = l  + ( 1— t )  +  ( t ~ t )  +  - "  +

+  ( ^ F - t )  =  1 +  1- T  02)

The sériés (10) most definitely converges and its sum is less 
than 2. The remainder Rn of (11) is equal (Sec. 370) to

Rn= S - s n = 4

The remainder of H0) is only slightly less, so that the 
sériés (10) converges slowly: to find four significant digits of 
the sum, it is necessary to add about 2000 terms. The exact
value of the sum of the sériés (10) is - -  (see Sec. 417, Exam­
ple 3).
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374. D’ Alembert’s Test for a Positive Sériés

Theorem. In the positive sériés

u i  +  u 2 +  • • • +  u n +  • • • ( 1 )

let the ratio of a following term to a preceding term
hâve the limit q as n-+  oo. Three cases are possible:

Case 1. q <  1. The sériés converges.
Case 2. q >  1. The sériés diverges.
Case 3. q =  1. The sériés can either converge or diverge
This theorem is called the D'Alembert's test.2)
Example 1. Consider the positive sériés

2 0 .8 + 3 - 0.82 +  4 - 0.83 +  . . .  +  (n + 1 )  • 0.8" +  . . .

At first we observe an increase in the ternis3) (^ = 1 .6 ,  
û2= 1.92 , û3 =  2.048, . . . ) .  However the sériés converges be-
cause a„ + 1: a „ = 0 .8  (  l +  —-p ) and the limit of this ratio
is 0.8, which is less than 1.

Explanation. Suppose that for some positive sériés ax +  
+  û j + û3 +  • • • + an +  • • • the limit of the ratio un + l \un is 0.8. 
Then from some term N onwards the ratio un + t :un will differ 
from 0.8 by less than ±0. 1 .  Hence, it will remain less than
0.9 so that

and soon. Acomparison of the sériésuj  ̂+ l -\-u//+ i-\-uN + 3+  • • • 
with the sériés 0.9u# +  0.92uN -{-0.9* *Utf-\- • • • (decreasing 
géométrie progression) shows (Sec. 373) that the given sériés 
converges.

In place of 0.9 we can take any number between 0.8 
and 1. (It is meaningless to take unity or a number greater 
than unity.)

The same scheme is used in the general proof of the theo­
rem for the case q <  1.

1) Included here is the case when lim un + t :un= ®.
*) This is a misnomer because the theorem was ftrst sta ted and 

proved by Cauchy.
*) A decrease sets in la ter.

(2)
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Example 2. Consider the positive sériés
I 12 l i s  l in

L l + H L + H L + * - * + ii r + - - -  <3)
The initiai terms decrease, but the sériés diverges because 
:he limit of the ratio

n + 1 n V 1 n + \  J  1,1

:s equal to 1.1, which is gréa ter than 1.
Explanation. Since lim (un + 1:un) =  1.1, it follows that after 

5ome term Nt the ratio un+1:un is greater than 1.09. Com- 
p;.. :"g the sériés u/q + 1 +  ujq+t -\-Utf+9-\- . . .  with the diver­
ge::: sériés 1 .0 9 ^ +  1.092tf* /+ 1.09*0^ +  . . .  and reasoning 
à* : the preceding explanation, we prove (Sec. 373) that the
given sériés diverges.

In place of 1.09 we can take any number between 1.1 and l 
(but not unity).

The same scheme is used in the general proof for the 
case q > 1.

Example 3. Consi der the sériés

>+T +  T + - + T  + -  <4>
l + -2 » + 3 « + • • • + ^ î + •••

For both we hâve
<7= lim (un + , :«„)= I

But sériés (4) diverges (Sec. 369) while (5) converges (Sec. 373).
Note. In Case 1 (q < 1) the convergence is the faster, the 

smaller q. In Case 2 (q >  1) the divergence is the faster, the 
greater q. In Case 3 (^=1) ,  the sériés converges slowly if it 
converges at ail, and for this reason it is poorly suited for 
computations. 375

375. The Intégral Test for Convergence

If every term of a positive sériés

wl + u2 + • • • + * * „ + • • •  (1)
is less than the preceding term, then in testing for
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convergence we can consider the improper intégral

J f (n) dn (2)
1

where f (n) is a continuons decreasing function of n, which 
takes on the values ult u2, u3, . . .  for n = l ,  2, 3, . . . .

The sériés (1) converges or diverges depending on whether 
the improper intégral (2) converges or diverges. In the case 
of convergence, the remainder Rn of the sériés (1) satisfies 
the inequalities

GO CD

J f ( n ) d n <  Rn < \  f (« )dn (3)
n + 1 n

Note. The intégral test is convenient in cases when the 
term un is given by an expression that is meaningful not only 
for intégral values of n but for ail n greater. than unity.

Example 1. Let us investigate the convergence of the har­
monie sériés

1 +  T  +  T + " - + T + - "  <4>

This sériés is positive; each term is less than the preceding 
one, and the general term un is given by the expression , 
which is meaningful for ail values of n (except zéro). The 
function /( /* )= ---  in the interval (1, oo) is continuous and

00
is decreasing. Consider the improper intégral J ~ . It diver-

1
ges because it has an infinité value:

lim [ — =  lim ln x =  oo
X-»oo J n X->00

Hence, sériés (4) diverges too (cf. Sec. 369, Example 3).
Example 2. Test for convergence the sériés of inverse 

squares
1+ p  +  - 5 î + - - - + ' ^ + - - .  (5)
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Here, /(n) =  -L.  The corresponding improper intégral

=  J - ? = ly x-*- ® y
ronverges. Hence, so does the sériés (5). Taking 10 terms, we 
ind S10=  1.5498. The remainder R10 satisfies the inequality

œ •
Ç dn _ f  dn  1 1
J „ .  <  * 1 0  <  J . K e - i l  <  * 1 0  <  10
11 10

Hence, the error in the approximate equality

l + ^ r + j r  + • • •  »  1.5498

does not exceed 0.1.

Explanation.  The graph of Fig. 399 depicts a function f  (n); the 
terms « „  ut . ... are indicated by the ordinates P t M t , ...; the

latter are numerically equal to the areas of the rectangles P t M xN 2P t , 
PtMtN>P%, ...

The divergence of the intégral ^ f  (n ) dn signifies that the ôrea
1

of the strip under the curve ... is infinitely great. The area
of the circumscribed step-like figure is ali the more so infinité, that 
is, the sériés Ux + u9 + ... diverges.
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CD

Now if the intégral J f (n) dn converges, then the area of the 
1

strip under M t M t M 8 ... is fini te. The area ot the inscribed figure 
shown shaded in Fig. 400 ls ail the more so fini te, tha t  is, the sériés 
ut + ut + ... converges. Hence, the sériés u t + u t + us + ... converges as 
well.

Inequal ity (3) can be explained by an example in which n=2. The 
remainder Rt=u9 + uA+ ... is numerically equal to the area of the circum-

00
scribed figure X P»M t N AM AN t ... (Fig. 399); hence. R , >  J  /  (n) dn (by

3
hypothesis,  this^Intégral converges). The same remainder is equal to 
tne area of the figure X P tK aM tK 9M A ... (Fig. 400); hence,

CD

R» < J f (n) dn 
2

376. Alternatlng Sériés. Leibniz’ Test

A sériés is called alternating if its terms are alternately 
of opposite sign. The sériés

“i — “ 2 +  W3 — ••• + ( ~ n ' I- 1a „ + . . .  (1)

where «lt u2, u2> . . .  dénoté positive numbers, is an alter­
nating sériés.

Leibniz’ test. An alternating sériés converges if its terms
tend to zéro, ail the time decreasing in absolute value. The
remainder of such a sériés has the same sign as the first 
rejected term, and is less in absolute value ,than this term.

The reasoning behind the proof of this test is given for
a particular case in Example 4 of Sec. 369.

*) The terms of an al ternating sériés may tend to zéro but not 
decrease ail the time. Then there is no guarantee that the sériés 
converges. Thus, the sériés

_ J L  1 ___L  J _  L  1 ___ L JL_
2 + 2 3 + 3 4 + 4 5 + 5 * "

the ternis of which tend to zéro, but do not decrease ail the time. 
diverges. Indeed, grouping the terms in pairs, we find that s1K= ~  +

■* 4 - + . . .  + - Î-so  that (Sec. 369, Example 3) lim $tn -oo.
3 n  n-+<x>
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Example. The alternating sériés

' - T  +  T - + + -  (2)
converges because its terms tend to zéro, ail the time de- 
creasing in absolute value. The fifteenth remainder

^ 1B =  “ Ï 6 + Ï 7 “~Ï8 +  ‘ ‘
is négative, so that the partial sum slh yields an approxima­
tion in excess for the sum of the sériés (2). The remainder
is less than ~  in absolute value.1 O

377. Absolute and Conditlonal Convergence 

Theorem. The sériés
wl +  w2 +  • • • JTun “b • • • (1)

definitely converges if the positive sériés
I u\ 1 +  1 «2  | +  • • • + |  un |-b . . .  (2 )

composed of the absolute values of the terms of the given 
sériés converges.

The remainder of the given sériés does not exceed the cor- 
responding remainder of the sériés (2 ) in absolute value. l) 

The sum S of the given sériés is not greater in absolute 
value than the sum 5' of the sériés (2 ):

\ S \ < S '

The equality holds only when ail terms of sériés (1) are of 
the same sign.

Note î.  The sériés (l) can also converge when the sériés
(2 ) diverges.

Example 1. The sériés

l+ ^ r — 3T +  4T +  5T— (3)

every third term of which is négative converges because the 
following sériés converges (Sec. 373, Example 3):

l +  jr + ÿ 7  +  4T +  ffr +  6T + - - -  (4)

l) The proof is given below (see Explanation).
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This sériés is composed of the absolute values of the terms 
of the given sériés. The sum S of (3) is less than the sum 
S' of (4). «

Example 2. The alterna tin g sériés

converges (Sec. 369, Example 4) despi te the fact that the 
sériés composed of the absolute values of the terms of the 
given sériés diverges (Sec. 369, Example 3).

Définition 1. A sériés is called absolutely convergent if the 
sériés composed of the absolute values of its terms converges 
(in this case, the given sériés converges as well; cf. Example 1).

Définition 2. A sériés is called conditionally convergent 
if it converges while the sériés composed of the absolute 
values of its terms diverges (cf. Example 21.

Note 2. A convergent sériés in which ail the terms are 
positive or ail the terms are négative is an absolutely con­
vergent sériés.

Explanatlon of Example 1. Retain the positive terms in (3) and 
replace the négative terms by zéros. We get a convergent positive 
sériés:

. 1 „ 1 1 „ 1 1
1+2Î’ + 0 + 4Î + 5^+0 + 7Î“+P' + 0 + - ==U (5)

[its  convergehce follows from a comparison w ith  sériés (10), Sec. 373]. 
Now replace the positive terms of (3) w ith  zéros and reverse the sign 
of the négative terms. This yields the following convergent sériés of 
positive terms:

0 + ° + —-+0 + 0 + - r+0 + 0 + ̂ - + ...=V ( 6 )

Subtract sériés (6 ) from (5) term -by-term . This yields sériés (3). 
By v irtu e  of Sec. 371 (Item  2), it converges and its sum S is

S = U - V  (7)

Eachof the positive numbers £/, V is less (Sec. 373) than the sum S 'o f  the 
sériés (4). Therefore

S < S '

The general theorem is proved in exactly the same way.
Note. Adding (5) and (6 ), we get

S'  = U + V ( 8 )

l) Here, S = - ~ S ' (see Explanation).
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- the given example we also hâve (Sec. 371, Item 1)
„ 1 1 1 1 / ,  1 1 \  1 0,
^ " 3 *  + 6 2 + 9 2 + ” ' “ 32 (  + 2 3 + 32 + ” ' y 9 5

r r o m  (7), (8 ) and (9) it follows that

(9)

378. D’ Alembert’s Test for an Arbltrary Sériés

Suppose that in the sériés

wi +  w2 +  • • • 4-wn+  • • • (1)
we hâve some négative terms (or ail the terms are négative). 
Let the absolute value of the ratio un + 1:un hâve the lim ita  

lim | un+1:u„ | =  q
n-*ao

Then for q < 1 the sériés converges, for q > l it diverges, 
and for q — 1 it can either converge or diverge.

This follows from Secs. 374 and 377.
Example. The sériés

1 , J___ î_L»_L . J____L__L (21
A ^ l l  2 !  3 !  ‘ 4 1  5 1  6 1  7! ' 8 !  ' * * *

where any two négative terms are followed by two positive 
terms which are followed by two négative terms, converges
because | un+1:a„ | = ~  : (— 777 =  4 - ; hence

9 =  lim I un+i'-un 1= 0 , i.e. q <  1 379

379. Rearranglng the Terms of a Sériés

In an absolutely convergent sériés it is possible to rear­
range the terms in any fashion whatsoever: the absolute con­
vergence of the sériés will not be upset thereby and thesum 
will remain unchanged (in particular, the sum of a conver­
gent positive sériés is independent of the order of the ternis).

Contrariwise, in a conditionally convergent sériés not 
every rearrangement of the terms is admissible because the 
sum can change and even the, convergence can break down.

Example 1. The sériés
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obtained by rearrangement of the terms of the absolutely 
convergent sériés

also converges and has the same sum S as the géométrie 
progression (2)! Hence

Formula (3) can be verified by considering the partial sum sfn of 
the sériés ( 1) as the sum of terms of a géométrie progression with

obtained by rearranging the terms of (4) converges but its 
sum is one and a half times the sum of the given sériés 
(Sec. 371, Caution).

Note. In every conditlonally convergent sériés it is possible to 
rearrange the terms in such a manner that the new sériés w iil hâve 
as sum any preassigned number (it is also possible to make the sériés 
diverge)

380. Grouplng the Terme of a Sortes

in contrast to the commutative property (whlch holds only for 
absolutely convergent sériés; cf. Sec. 379), ail convergent sériés pos- 
sess the property of associâtivity.

Namely, in any convergent sériés it is possible to group the terms 
in any way, witheut changinn the order of the terms. Combining the 
terms inside ali proups, we get a new sériés, which also converges and 
whose sum is the same.

Example 1. In the convergent (by Leibniz’ test) sériés

we can group the terms as follows

first  2~ = ------and common ratio

Example 2. The sériés

converges conditionally (Sec. 377). The sériés
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Comblning ternis tnslde the groups, we get

2 2 2 
2 *— 1 + 6 * - l  + 1 0 » - 1  + (3)

This positive sériés bas the same sum *> as the aiternatlng sériés (I).
Example 2. In the sériés (1) we can group the second tervn and 

:ae third, the fourth and fifth, etc. The resuiting convergent sériés is

4 * — 1 8 * — 1 1 2 * -  1 ”  • * '
vhtch has the same sum.

Note. The inverse operation (removal of brackets) Is deftnitely 
admissible only if after such a remooal a convergent sériés isobtainea  
fthen the glven sériés is definitely convergent). However, It is also 
oossible for the given sériés to converge and the sériés obtained after 
removal ôf brackets to be divergent.

Example 3. The sériés
( l - 0 .9 )  + ( l - 0 .9 9 )  + (l -0 .9 9 9 )+  . . .  (5)

(the géométrie progression 0.1  + 0 .0 1 + 0 .0 0 1 + . . . )  converges and has 
the sum — .

Removing brackets, we get the sériés
1 -0 .9  + 1 -0 .9 9 + 1 - 0 .9 9 9 +  . . .  (5')

which diverges because the even-numbered partial sums hâve the ori­
ginal limit of whlle the odd-numbered ones hâve the lim it I - i - .

Example 4. Conslder the sériés

1-2 + 2-3 + 3 4 + 4 5 + ‘ #>
It can be represented as

Here the brackets may be removed because the resultlng sériés

(6 )

(7)

(8)

converges. Indeed, any partial sum sln_ t ls equal to unity, whlle the 
partial sum

tends to unity. The sum 5 = 1  of the sériés (8 ) is also the sum of (6 ):
1 1 1 

1-2 + 2 3  + 3-4
1

4 5 + . =1

*> lt is equal to ; see Sec. 398, Example 3. 4
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381. Multiplication of Sériés

Theorem. Two absolutely convergent sériés

Ul +  W2 +  W3 +  • • • =  ^* (l>
Vi +  V2 +  V3+  . . . = V  (2)

can be multiplied together like polynomials. Each term o) 
the sériés (1) is multiplied by each term of (2) and the pro 
ducts are added in any order whatsoever. We get an abso 
lutely convergent sériés whose sum is UV:

^ 1  +  ̂ 2  +  «2̂ 1 +  «^3 +  ̂ 2  +  ̂ ! +  . . .  = U V  (3)
Note 1. So that in (3) no term is repeated twice or omitted, 

it is advisable to group terms w/ü* with the same sum of the 
subscripts i, k (this sum is called the weight of the term uflk). 
Then the sériés becomes

^ l  +  ^2 +  ^ 3 +  • • •  (4)
where

wx= u xvv  
w2 =  u2vl +  u1v2,
w3 =  u3vx +  u2v2 +  uxv3t (5)

U>n =  “nVl +  Un~\V2 +  Un- 2U3+  . . .  + U lVn

This grouping corresponds to multiplication via the scheme 

Ui +  u2 + u 3 + w 4 +  . . .
ül +  ü2 +  ü3 + U4 +  . . .

Wll>l +  u2vx +  u3vx +  Û VX 4- . . .
uxv2 +  u2v2 +  u3v2+  . . .  (6)

«^3 +  ̂ 3 +  . . .
________________ . . .

Wx+ W 2 +^ 3 + ^ 4 +  •••
Example I. Consider two absolutely convergent sériés

l + T  +  T + T + - * * + 2 ^ + ' * - '  <7)
1 1 I 1 1 I I - (P\1----2~ i ~4----- g-+  • • . -T—2— T - “  (o)
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Multiplying them by scheme (6), we get

1+ T + T + X + T ^ + - "
1 I I I
2  ~  4 8 Tô * * '

T + T + ' i ? + " '
I
8

I
16"

4--^ +  . . .

(9)

' + o+ t + °+ te+ -
The law of formation of the resulting sériés is expressed 

by the formulas l)

w 2n — 1 —  22 n _ * * ^

Dropping zéros, we obtain an absolutely convergent sériés:

, + - r + ^ + - - - + 4 ^ + ••• (>°>
Its sum is the product of the sum of the sériés (7) and (8). 
This is easy to verify since the sum of the progression (7) 

2 4is 2, the sum of (8) is — , and the sum of (10) is — .
Example 2. The sériés

1 +  T + ^ + ^ + - - *  +  7»nn +  ••• 0 0

converges absolutely (by the d’Alembert test). Find its sum 
Solution. The required sum is the product of the sums of 

two identical absolutely convergent sériés

1 +  T + t T + - * -  + 7 ^ tt  +  -- • = y  * O2)

1 + 4 " + 7 7 + * -*  +  tïï=7+ =  T  O3)

l> The term s In each column of (9) hâve the same absolute value 
but a lternate  ln slgn. The even-numbered column (where the number 
of the term s ls even) yields zéro. In the odd-numbered column 2n - l ,
the hrst term ls — n _ y  , the rem aining ones cancel out.
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lndeed, by scheme (6), we get

1 +  - f + jt  +  jt +  • • •

T  +  7 T + 7 T + ---  

7 7 + 7 7 +  • ••

tT + - - -

i + 4 + £ + tV + -- -

Hence, the sum of the sériés (11) is

-Z. JL — 12.
6 * 6 36

Note 2. If one of the sériés (1), (2) converges absolutely and the 
other conditionally , then the sériés (4) found by (6 ) 1s convergent, 
and its sum rem ains equal to UV. But it may prove to be conditio- 
nally convergent; then not every rearrangem ent ot terms is perm lssible 
(Sec. 379).

If both sériés (1) and (2) converge conditionally , then (4) may 
prove to be divergent. *> But if it converges, then its sum is equal to UV. 1 * * * V

*> The sériés

1 1 1 1 1 _
~V2 + VJ "  VT + " ‘± \rJ ( U )

is convergent (by the Leibniz test. Sec. 376), but it converges condi­
tionally; th a t is. the positive sériés

t 1 1 1  11 +-—ZZ+-7ZZ+-TZZ+ • • • +“T=+ • • *V2 V 3 Va Vn
diverges (Sec. 373, Exam ple 2). if we apply formulas (4) and (5) to 
two sériés, each of which coïncides w ith (U), then we obtain the sériés

Wx+U )t +  W i+  . . . (W)

in which each term is gréa ter in absolute value than unlty . lndeed, 
formula (5) yields

1 I I* wn 1= - + -  — - + . . . + ■ -
V T n  V 2 ( / j - l )  V n I

Here each of the n terms is greater than ■ ■ = —  Hence wn does
V n n  n

not tend to zéro, and the sériés (W) diverges (Sec 369).
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Theorem. Suppose we hâve two convergent sériés:
( 1)

Vi +  vt +  . . . + v n + ...= V  (2)
Applying to them the scheme of division of the polynomial 

+ “**+* • • • + u n by the polynomial 0 1 +Ü 2 +  • • • + v n> we 8et 
the sériés

u;i + a;! +  • • • + ® « 4 -  • • • (3)

If the sériés (3) is convergent, l) then its sum W is equal 
to U: V.

Example. Let us apply to the convergent sériés

■5”+ 7 » + 2 ^  +  - - * + ^ î + - -  - ==^» 0*)

T - 2 V + F - - " + 1:4 P + " - = V (2a)
the scheme of division of a polynomial by a polynomial. 

We hâve
± + ±  4 _JL4 .-L4 ._L_L. J _ _L_i !___L _l__! 2 T  2 * ■ 2* ' 24 ' 2§ ' * * * 2 2* ' 2* 24 * 24
J.__L+J___
2 2* ' 2* 24 ' 2* * 1 - f  1 +  y ^ t * ^  •••

Y  +  0 + - £ r +  0 +-^r +  . . .

~2 Y* Y* 24‘H"”2ï * * ’
Tt +  0 -j- -2-  0 +  . . .24

'J___ L +J___ L_L
2 « 2* ' 2 4 2 » r • • •

T T +  0 + T T + “ *
"J___ L_i_J__2* 24 ' 24 * * *

Tfr + 0 +  • v

•) It may prove divergent even in the case of absolute convergence 
of the sériés (i) and (2). Thus. using the indicated scheme, if we di- 
vide the sériés 1+0 + 0 + 0 + . . .  (ail ternis zéro except the first) by the 
sériés I +1 +0 + 0 + 0+ . . .  (ail ternis zéro, except the first two). we 
get the divergent sériés 1-1  + 1-1  + . . .
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In the given example, the terms of sériés (3) are forme* 
by the law

® i= l .  ^ 2  =  7 5 -. w3 =  -$r>

“>*=-&■..........a>B =  ••• ( '» ^ 2)

Indeed, the second remainder is obtained by termwise
multiplication of the first remainder by .Conscqiicntly, the
third term of (3) is obtained from the second term by
multiplication by - y . In the third subtraction, ail corres-
ponding terifts in both the diminuend and the subtrahend are 
one half those in the second subtraction. Hence the third re­
mainder is obtained from the second by multiplication by

. The fourth term of the sériés ‘(3) is obtained from the

third by multiplication by - y , etc.
Thus, the terms of the sériés (3), starting with the second,

form a géométrie progression with common ratio y .  Hence,
the sériés (3) converges. Its sum W is equal to U:V.

Indeed, we hâve

l/ =  1, V=4-, w =  h — i- r= 3
‘ - T

so that
U :V = W

383. Functlonal Sériés

A functlonal sériés (i.e. a sériés of functions) is an exp­
ression

“ 1 W  +  u2 (x )+  . . .  + a n W ... (1)

where ux (jc), u 2 (*), . . . (terms of the sériés) are the functions 
of one and the same argument x which are defined in some 
interval (a, b).

The meaning of expression (1) is explained in Sec. 367. 
The différence is that the terms of the sériés are now functions, 
whereas in Sec. 367 we considered a sériés whose terms were 
numbers. That was a numerical sériés, in contrast to the fun- 
ctional sériés which we shall now discuss. The partial sums
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?■? a functional sériés are determined in the same way as for 
j numerical sériés.

If in sériés (1) the argument x is assigned a.value [in the 
^terval (a, 6)], then the functional sériés gives rise to a nu- 
rr.erical sériés.

384. The Domain of Convergence 
• f  a Functional Sériés

It may happen that for any value of x taken in the in­
terval (a, b),  the functional sériés converges. It may also hap­
pen that the sériés diverges for any value of x . Typically, a 
functional sériés converges for certain values of x and diver­
ges for other values. The totality of values of x for which 
the sériés converges is called the domain of convergence of the 
functional sériés.

In the domain of convergence, each value of x is associa- 
ted with a definite sum of the sériés so that the sum is a 
function, of the argument x, defined in the domain of con­
vergence. Outside this dpmain the functional sériés has no sum.

Example 1. Consider the functional sériés
1 -x +  1 -2*2+  1 -2-3x3+  . . .  +  1 -2 .. .n x * +  . . .  (1)

Its ternis are the functions
«i (*)=*» u2(x) =  2x2, u3 (x) =  6x3, . . .  (2)

defined in the interval (— oo, + 00)- However, only forx =  0 
does the sériés (1) converge; for any other value of x, the 
sériés diverges. Indeed, assign to x some value x0 not equal 
to zéro. This yields the numerical sériés

1 ••*«+ 1 -2*0+ • • • + 1  -2 .. . . .  (3)
The ratio

I «n+i |  =  l(n +  1)! *S+ , :»I A  |= ( n +  1) | x0 |
has an infinité limit as n -► oo. Hence (Sec. 378), the sériés (3) 
diverges for x ^  0. The domain of convergence consists of a 
single point x = 0 .

Example 2. The functional sériés
y -y 2 rB

1 + 7 7  +  TT +  • • • +  7T7+ • • • W

[its terms are functions defined in the interval (— oo, -}-oo)]
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converges for any value x = x 0. Indeed, the ratio

I un + l :un l =  n + |

tends to zéro as n oo (Sec. 378). The domain of convergence 
is the entire interval (— 0 0 , + 00). The sum of the sériés (4) 
is a function defined in this interval (the function is equal to ex\ 
cf. Sec. 272, Example 1).

Example 3. Find the domain of convergence and the exp­
ression for the sum of the sériés

2 + - f  (5)

Solution. Write the partial sum of (5) in the form

_ ___Lw* —2 2 '*• 2 ^ 2  2

(6)

If |x |  >  1, then sn does not hâve a finite limit as n -► 00

^the term— —-x" is infini-

tely large^; that is, the
sériés (5) diverges. For 
x = — 1 the sériés also 
diverges, because then

= 2 + 4  ï - ÿ  * * + Y xt~ ■ ■ • — s- *"~1 - 

= 2 + 4 - * — 5-*"

1iY B

2

1
.__ ^  i

1 T
i

1

1
1
1

1

1
1 / -  

1 
1

1
1
1
1
1

1

1

a;

1
1

\b
- /  0 1 + /  X

2

From this we see that sn 
altemately takes on the 
values 2 and 1.

The sériés (5) conver­
ges for the other Values 

F1 4#) ofX ( i.e .fo r — i < * < 1 ).
8 Inde?d, if x --» . then ail

terms of (5), except the Êrst, vanish, and we hâve
S ( l ) - 2  (7)

But if \x \ <  1, then in formula (6) the terni — tends
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r zéro as n -► oo for fixed x, as well so that

S(X)==J ‘™* *  ( 2 + t * — t jc', ) ==2+ t jc , <8)
“'ae domain of convergence of the sériés (5) is the interval 
— 1, + 1 ), from which the extremity x = — 1 is eliminated 
r  Fig. 401 the segment ab with the point a deleted). In this 

; orna in, the sum S of the sériés (5) is a function of x defined 
:y the following équations:

The function 5  (x) is discontinuous at x = l  and is continuous 
ît ail other points of the domain of convergence. Outside the 
romain — 1 < x ^  1 the function S (x) is not defined at ail. 
Ils graph (see Fig. 401) is the segment AB, the extremities 
d  which are removed and to which is adjoined point C (in 
place of B).

385. On Unlform and Nonunlform Convergence1*

Let the functional sériés

converge at every point of a (closed or open) interval (a, 6)2' 
and let it be required to find the approximate sum S of (1) 
to within e (in other words, the remainder Rn should not ex- 
ceed, in absolute value, the positive number e). This require- 
ment is satisfied for every defini te value of x, starting with 
some index n — N. As a rule, the quantity N dépends on x 
and it may happen that there is no number n that can ensure 
the required accuracy for ail x at once. Then we say that the 
sériés (1) is nonuniformly convergent in the interval (a, b). 
If the required degree of accuracy can always be ensured at 
once for ail x starting frorn one and the same number N , then 
we say that the sériés (1) is uniformly convergent in the in­
terval (a, b).

Exampîe i. The functiona* sériés

2 + - -  * 0  - * ) + - 2L 0  ~*> +  • • + 4 - X - 1 (I —* )+  . . .  (2)
>) For définition, see Sec. 386.
*) The sériés can also converge at poin ts exterior to the intervai 

(a, b)t but such po in ts are disregarded.

S ( * ) = 2 + 4 - *
S (x )= 2

“ l (*) +  «* W +  • • • + « n  ( * ) + . . . 0 )
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(see Sec. 384, Example 3) converges at every point of the 
closed interval (0, 1). We shall show that it is nonuniforml) 
convergent in this interval.

We require that the partial sum

sn= 2 + -f* —\xn (3

yield the sum of the sériés (2) to within -ÿ-O.l. For x — \
and also for * = 0  this requirement is satisfied by ail partia 
sums (the> exact value is S =  2). For the other values of x 
the sum of the sériés is

S =  2 +  4 *  (4

so that the remainder of the sériés is

Rn — S sn =-ÿ- xn (o

For * = 0 .1  or for * =  0.2 or for * = 0 .3 , the required accu- 
racy is ensured beginningwith N = 2 \  for example, for* =  0.3 
we hâve

|Kt | =  J-.0.3*<4--<U

But tor * = 0 .4  two terms do not suffice; we hâve to take at 
least three. Then

|K 3 | = - l  0.43 ~  -  0.06 < -1 -0 .1

Further trials will show that for * = 0 .5  the required ac- 
curacy is ensured only from N =  4, for * = 0 .6 , beginning 
with N = 5, and for * = 0 .8  we hâve to take N = \ \ .  As*ap- 
proaches 1, the number N increases without bound so that for 
ail values of * at once there is no number N that is able to 
ensure an accuracy up to 0.1 (greater accuracy ail the more 
so). Hence in the interval (0, 1) the sériés (2) is nonuniformly 
convergent.

Fig. 402 depicts the graphs of the partial sums 

Si(A:) =  2, s2 (*) =  2 +  4 - * — j x *

S 3 (* )= 2  +  4 " * — T x3’ s4 (,x ) — 2  +  y x — y

The remainder is depicted for * ?= 1 as segments of ordinates 
between the corresponding graph and the straight line y = 2 +
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r —■ x [which represents the sum of the sériés (2) for ail values
of x except x =  1].

The convergence of the sériés (2) is seen from the fact that 
the graphs of the partial sums hug more closely the straight 
line DB over an ever increasing portion of it. The nonuniformi- 
ty of convergence is évident from 
îhe fact that near B each one of 
;he graphs sn départs from DB.
But as n increases, perceptible 
departures occur on an ever 
smaller section.

Example 2. Let us show that 
the same sériés (2) converges 
uniformly in the interval (0,
0.5).

We will require an accuracy
of up to -y-0.1. For * = 0 .5
this accuracy is ensured begin- 
ning with N =  4, because

\ R * \ = T  -0.54 =

=  i - 0 .0 6 2 5  <  4 - 0 .1

For any other value of x in the 
interval (0, 0.5) the required 
accuracy is definitely ensured from N =  4 onwards.

Let us require an accuracy up to 0.01. Then for x —0.5, 
it suffices to take N =  7 because

| R 7 |= - i- - 0 .5 7 «  -  0.0078 <  - - 0 .0 1

For any other value of x in the interval (0, 0.5) seven ternis 
is ail the more so sufficient. Generally, that number N which 
ensures an accuracy up to e for x =  0.5 will always ensure 
the same accuracy at once for ail values of x in the interval 
(0, 0.5). Hence sériés (2) converges uniformly in this inter- 
val.

In Fig. 402 the uniformity of convergence is seen from 
the fact that in the interval (0, 0.5) the greatest departure 
of the graph sn from the straight line DB tends to zéro with 
increasing n. In the inter val (0, 1) this does not occur.
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386. Unlform and Nonunlform Convergence 
Defined «

A functional sériés
u t (x) + u , (*) + . . . + un (*) + ... (\)

convergent in an (open or closed) interval (a, b) is called uniformlu 
convergent in that interval if the remainder R n (x), beginning with 
some number N ,  which is the sanie for ail values of x considered. 
rem a ins less in absolute value than any preassigned positive number e:

| (x) i < e  for/i>A M e) (2 )
(the number N  dépends solely on e).

If for some e the condition (2) cannot be satisfied (for ail x at 
once) for any value of N ,  then we say that the sériés ( 1) is nonunl- 
formly convergent in the interval {a, b).

For examples see Sec. 385.

387. A Geometrlcal Interprétation of Uniform 
and Nonunlform Convergence

Let AB (Fig. 403) be the graph of the sum S (x) of a 
sériés convergent in the interval (a, 6), and let the lines
An&n* ^n + 1 ^n + 1* • • • be 
the graphs of the partial 
sums sn (x), sn+1(x), . . .
Confine ÂB to the strip

1
1

r\ j 
\ l  A i\ s  / \ I1

1

* V ; S  s
y  o

/ l 1
i

-
A ' K

1

D A
a  y  x

1

f\n\ ^
/  0

1

/Th"' D A
A x

1
1

A” L " ' > s >  '

t f r "  B

Fig. 403 Fig. 404

of the boundaries A'B’ and A*B? is a constant distance 
e from AB (vertically). In the case of uniform conver-

*> It is advisable to read Sec. 385 first.
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$-nce of the sériés, ail the Unes AnBn, beginning with 
sine number N (e), are located entirely inside this strip 
*:thin the limits of the interval under considération).

This does not occur in the case of nonuniform convergence. 
\  vivid explanation is given in Fig. 404; here, ail the graphs 
x, (x) hâve two “tongues” each that shoot up from the strip 
A’A”B"B' (they move towards the point C as n increases). 
Yet, after the tongue has passed the point D, the graphs 
, (x) above every separate point D of the section ab approach 

ne graph S (x) without bound.

388. A Test for Unlform Convergence.
•egtilar Sériés

If every term un (x) of the functional sériés

u i (*) +  u 2 (*) +  • • • +  u n (*) +  • • • ( 1)

for any x taken in the interval (a, b) does not exceed, in 
absolute value, the positive number An and if the numerical 
sériés

^ 1  +  ̂ 2 +  • • • +  An-\- . . .  (2)
converges, then the functional sériés (1) converges uniformly 
in this interval.

Explanation.  The convergence of the sériés (1) follows from Secs 
377 and 373. The rem ainder of the sériés ( 1 ) does not exceed, in 
absolute value, the rem ainder of (2 ), sta rting  from some number N,  
which ensures accuracy up to e for the sériés (2 ) and ail the more 
so for ali x  at once.

Example. The functional sériés
cos x , cos 2x cos 3x , , , cos nx , /ov

----- p H ----- 2*---------- 3* T • • • T l  U — -----H - - .  (d)

converges uniformly in the interval (—oo, + oo) because its 
terms, for any x, do not exceed in absolute value the corres- 
ponding terms of the positive number sériés

î T + ^ - + ^ - + - ‘ - + j r + - ; - (4)

This sériés converges (Sec. 373, Example 3). Accuracy up to
0.1 is ensured for the sériés (4) beginning with n = 1 0 . For (3), 
the same accuracy is ail the more so ensured, starting with 
the tenth partial sum.
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In thc closed interval ( - ji, jt) the sum of the sériés (3) is

For x = ± n  the functional sériés (3) becomes a numerical sériés (4
JT2the sum of which is equal to —  (see Sec. 417, Example 3).
6

Note. A functional sériés which meets the criterion of thi' 
section is called a regular sériés. Every regular sériés con­
verges uniformly. Nonregular sériés converge uniformly r  
some cases and nonuniformly in others.

389. Contlnulty of the Sum of a Sériés

Theorem. If ail terms of a functional sériés
«1 W + «2 ( * ) + . . . + « „ ( * ) + . • •  (H

uniformly convergent in the interval (a, b) are (in that in­
terval) continuous functions, then the sum of (1) is also a 
continuous function in (ay b).

Example 1. Ail the terms of the sériés
cos x , cos 2x cos 3* , 

1* 2* 3* '
cos nx

n l 4 (2)

which is uniformly convergent in the interval (—oo, +  oc) 
(Sec. 388) are continuous functions. Hence, the sum of (2) is 
a function continuous for any value of x.

Note. The sum of a nonuniformly convergent sériés of 
continuous functions is continuous in some cases and discon- 
tinuous in others.

Example 2. Ail the terms of the sériés

2 +  { J ( M + ^ « ( l - * ) + . . . + y * " - , ( l - ï ) + . . .  (3)

which is nonuniformly convergent in the closed interval (0, 1) 
(Sec. 385) are continuous functions. But the sum of the sériés 
is a function that is discontinuous for x = \  (see Sec. 384, 
Example 2).

Example 3. The sériés
(x—x2) +  \(x2 — x 4 ) —  ( x — x2)H -|(*3—*6) — (x2 — x * ) ] - \ -  . . . (4)

with general term

un {x) — (xn — x2n) — (xn ' 1 —xZn ~2) (5)
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.erges nonuniformly in the closed interval (0, 1), but it 
a continuous sum S (x) identically equal to zéro.

Indeed, we hâve sn (x )= x n—x2n and for every separate 
x -e of x in the interval (0, 1) this expression tends to zéro 

*; that the sériés converges and has the sum S(*) =  0.
But the remainder Rn (x) =  S (x)—sn (x )= x n—x2n of the

«r es cannot be made less than 4- at once for ail values of x
:r.sidered because, no matter what n, the remainder is equal

Fig. 405

Consequently (Sec. 385), the convergence of the sériés (4) 
:s nonuniform. Yet its sum S (x )= 0  is a continuous function. 

Geometrically, the graphs of ail partial sums sn (Fig. 405)
nave humps on the straight line =  so M13* no graP̂  l*es
entirely within the strip between the straight Unes y =  ±  ^  .
This does not prevent the sum of the sériés (depicted by the 
heavy segment on the x-axis) from being a continuous function.

390. Intégration of Sortes

Theorem. If a convergent sériés

«i (x) +  u2 (x)+  . . .  (x )+  . . . = S  (x) (1)

made up of functions continuous in an interval (a, b) conver­
ges in that interval uniformly, then it may be integrated term 
by term. The sériés

X X  x

 ̂ “ i M d x +   ̂ (x) d x +  . . .  +  (j un ( x ) d x + . . .  (2)
a a a
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converges uniformiy in the interval {a, b) and its sum is equ: 
x

to the intégral  ̂ S(x)dx  of the sum of the sériés (l):
a

x x  x x

J «! (x )dx+   ̂ u2 (x )dx+  . . .  +  Ju„(x)<Jx+ ... =   ̂ S(x)dxi:
a a a a

Explanation.  The partia l sum s* (x) of the sériés (2) is the integ 
ra! oi the p artia l sum $n (x) of the sériés ( 1)

v x
S (x) = I sn U) dx; n J

a
x

and is depicted as the area aA nCnx  (Fig. 406). The intégral J  S (x) a
a

of the sum S{x) of the sériés (1 
is shown as the area aACx.

The theorem assertsfirstlv tha: 
the sériés (2 ) converges and tha: 

x
its sum Is equal to J S (x) dx.

a
Geometrically, the area aACx 

(Fig. 406) is the lim it of the 
area a A nCnx  as n-* oo.

Indeed. in the case of uniform 
convergence of ( 1). the graph 
aA nCnx lies inside the strip 
A'A"C"C'  (Sec. 387). Thus, the 
area a A nCrf, lies between the 
areas aA'C 'x  and aA”C"x. And for 
both the lim it is the area aACx  

The theorem secondly asserts tha t the sériés (2) converges uniformiy 
Geometrically, it is at once possible, for ail positions of the ordi- 

nate xC", to make the quan tity
| area a A C x - area a A nCnx | (4)

starting  w ith some index n , less than any preassigned given area E. 
Indeed, the strip  A ' A ’&'A'  may be made so narrow th a t its  area is 
less than E. Then the area of A 'A ”C"C’ is definitely less than E  and 
the quan tity  (4) is s till less.

Example 1. The sériés
l +  2x +  3x2+ . . . + / u c « - l + . . .  (5)

in the interval (0, q), where q is a proper fraction, converges 
uniformiy (by the test of Sec. 388) because its terms do not
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' ;eed the corresponding tenus of the convergent (Sec. 374) 
:o$itive-term sériés

1 +  2 c  +  3q2+  . . . + n q n~l + . . .  (6)
-iere 1J

S W = l + 2 * + .  • • = ? ï T -7 .  (7)

According to the theorem of this section, the sériés
X X  X

j 2 * Æ e + .. .  +  (8)
o o  o

converges uniformly in the interval (0, q) and its sum is
X X

(9)
0 0

This is readily vérifiable because the sériés (8) is a progres­
sion:

x-\-x2+ x z + . . .

Note. If the sériés (1) converges nonuniformly, then term- 
by-term intégration in certain cases is permissible but not in 
others (see Examples 2 and 3).

Example 2 . The sériés
U - x * )  +  [ ( x * - x * ) - ( x - x * ) ]  +  [ ( x * - x « ) - U * - jc4 )1  +  . . .  =  0  ( 1 0 )

nonuniform ly convergent in the interval (0, 1 ) (see Sec. 389, Exam ple 3) 
may be integrated term -by-term  between the llm its 0 and 1:

1 1 \  
f  (x-x)* d x +  f  f(x*-x*)-(x-x*)] dx  +  ... = J  0 dx=0 (11)
b *0 0

Indeed, the p artia l sum of the sériés (11) is 

1

S dX = (n + lH 2 n  + 1 ) (,2 )
0

It tends to zéro as /*-*•».

M Formula (7) may be obtained by termwise m ultip lication  of 

the sériés 1 +x+x* + . . . = ~ — f 0 <  x <  -i- J  by itself (ci. Sec 381, 
Exam ple 2).
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Genmetrically, the area bounded by the graph sn (x) (Fig. 405) and 
the interval (0. 1) tends to zéro despi te the presence of a nump. (The 
hump tapers indefinitely as n increases. but its a ltitu d e  remains 
constant.)

Example 3. The sériés
(x -x * )  +  [2 (jc2 —jc4)- (jc-jc*)] + [3 (jc3-  JC4) — 2 (jc2-jc4)] + ... (13)

w ith general term
un (x) = n (jcn -jc2n) - ( n -  1) (jcn “ 1 - *2n“ 2) (14)

converges ln the interval (0, 1) and has a continuous sum S (jc) = 0 
Ithis is proved in the same way as for the sériés (10)]. Hence

J S (jc) dx= 0 
0

(15)

1Yet term w isé^ntegration  from 0 to 1 yields —  , not zéro, lndeed, we 
get the sériés 

1 1 1
2 J (jc2- jc4) d x - J* U - jc2) dx 

0 0
J  (jc- jc2) dx +
0

1 1
n J  (jcn- jc 2n) d x - ( n - \ ) j  (x" 2) dx (16)

w ith partia l sum 
1

%> n S (jc"-jc2n) dx —

n2 (17)(n + l)  (2n+ 1 ) 
Consequently, the sum S'  is

s- = T  (18)S'  = lim 
n -* a

The dlscrepancy between (15) 
and (18) is due to nonuniform 
convergence of the sériés (13) 
(nonuniform ity is proved as in 
Exam ple 3, Sec. 389).

Geometrically, the graph of 
(Fig. 407) tends to coïnci­

dence w ith  the axis of abscis- 
sas over any section of the 
interval (0 , 1) which does not 
contain the point jc= 1. But near 
th is poin t a hump is formed. 

It approaches the ex trem ity  x= 1 w ithout bound, becoming narro- 
wer horizontally  but continuing to grow upwards. Because of

The graphs in Fig. 407 are obtained from the sim ilar graphs 
of Fig. 405 by stretching along the vertical In the ratio  / i : l .
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compensation, the area between s„ and the interval (0 , 1) tends to 
— and not to zéro.

Note. If the sériés (13) is modlfied by taklng a sériés w ith gene­
ral term

un (*) = ** (*"-*’")-</!- 1)* (jcn—1 —x*n” *) (14a)

we will still hâve
1
J's (x) dx=o (16a)
o

but after termwise intégration we get a sériés w ith  the partia l sum 

S'I = (/2 + l) (2/1+1)

it will be divergent since lim 5^=00 (the hump will grow upwards
fl -*■ 00

iaster than it will taper horizontally).

391. Différentiation of Sériés

Even in the case of uniform convergence of a sériés, it is 
not always permissible to differentiate it termwise. The fol- 
lowing theorem offers a criterion for ensuring the possibility 
of term-by-term différentiation.

Theorem. If a functional sériés

U )-j-« 2  W +  • • • Jr u n W +  • • • (1)

converges in the interval (a, b) and the dérivatives of its 
terms are continuons in this interval, then the sériés (1) may 
be differentiated term-by-term provided that the resulting 
sériés

u\(x) +  u'2 ( x ) + . . . + u ' n( x ) + . . .  (2)

converges unijormly in the given interval. The sum of sériés 
(2) will be the dérivative of the sum of sériés (1).

The prooi is based on the reciprocal nature ol différentiation and 
intégration and rests on the theorem of Sec. 390.

Example. The sériés

(3)



576 HIGHER MATHEMATICS

converges in the interval (0, q), where q is a proper fraction 
Here

x  +  x2 +  . . .  +  x n  +  . . .  =  —  ( 0  ^  x  <  q) (4.

The dérivatives of the terms are continuous in the intervai 
(0, q), and the sériés

1 + 2 X + .. .+ /W " “ l + . . .  (5;
made up of them converges uniformly in that interval (Sec. 
390, Example 1). Hence the sum of the sériés (5) is a déri­
vative of thé sum - j - o f  sériés (3):

1 + 2 * +  . . .  + « • - » +  • • • = £  ( + )  = - + 5 - , (6)

Note I.  The theorem does not actually  requlre tha t the sériés (1) 
converge uniform ly. Under the hypothèses of the theorem th is requi- 
rement is fulfilled of Itself (by v lrtu e  of the theorem of Sec. 390) 

Note 2. Even in the case of uniform  convergence of (1) and con­
tinu! ty of the dérivatives of u* (x) the sériés (2 ) may prove to be 
nonunlform ly convergent and then its sum is sometlmes equal and 
sometimes not equal to the dérivative of the sum of the sériés ( 1) 
W hat is  more, sériés (2) may prove to be divergent. Thus, the sériés

sin x+ sin 2*x 
2* + sin n 4x  

n* + . (7)

converges uniform ly on the entire real Une (cf. Exam ple In Sec. 388), 
whereas the sériés of dérivatives

cos jc+2 * cos 2*x+ . . . +/z* cos n*x+ . . .  
diverges for x = 0  (and also for an inhnity  of values of x).

(8)

392. Power Sériés

In practical applications the most important of the func- 
tional sériés are power sériés (see Sec. 270 for a discussion of 
their origin). A power sériés is a sériés of the form

ûo+û iX-+-d2x2 -\-anxn+ . . .  (1)

and also a sériés of the more general form
Oo +  û i (x X q )  +  o>2 (* — *o)2+  • • • + a n  (x—*o)n+  • • • (2)

where x0 is a constant. Of the sériés (1) we say that it is a 
sériés in powers of x , about (2), that it is a sériés in powers
Of X Xq.

The constants û0, alf an, . . .  are called the coeffici­
ents of the power sériés.
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If we dénoté x —x0 by z, then (2) is a sériés in powers 
:c z, which is the same as (I). Therefore, from now on a 
:ower sériés will be understood to be a sériés ôf type (1), 
inless otherwise stated. A power sériés always converges for 
i= 0 .  As to its convergence at other points, three cases are 
:ossible; they are considered in Sec. 393.

J93. The Interval and Radius of Convergence 
•4 a Power Sériés

1. It may happen that a power sériés diverges at ail 
points except x = 0 .  Such, for example, is the sériés

1 lx +  22x2 +  33*3 +  • • • +  nnxn +  . . .
where the general term ntlxn =  (nx)n increases in absolute 
value without bound beyond the point where nx becomes 
greater than unity. Such power sériés are of no practical 
significance.

2. A power sériés can converge at ail points. Such, for 
instance, is the sériés

v l  y S  y  f l  — 1

l + x + i r + — + - - - + < k û i + - - -
the sum of which for ail values of x ise* (Sec. 272, Example 1).

3. Typically, a power sériés converges at some points and 
diverges at others.

Example 1. The géométrie progression
1 + *  +  ** +  . . . + * " +  . . .  (1)

converges for | x | <  1 and diverges for | x | ^ l .  Here the 
domain of convergence (Sec. 384) is the interval (— 1, +1) ,  
both end-points of which, x = +  1 and x =  — 1, are excluded. 
The sum of the sériés (1) (in the domain of convergence) is

i
1 — X

Example 2. The power sériés

 ̂+  ^  +  - f r +  - • • + “ *-+• •  • (2)
converges for | x | ^ l  and diverges for \x \  > 1 (cf. Sec. 374, 
Example 2). The domain of convergence is the interval 
(— 1, +  1) with both extremities, 1 and x =  — 1, in-
cluded. The sum of the sériés (2) is not expressible in terms 
of elementary functions.



578 H IGHER MATHEMATICS

Example 3. The power sériés

f +  - 7 ~  ■ ■ • + ( -  D ^ 1— + . . .  (3)
converges for \x \ < 1 and diverges for \x \ > 1. For x =  — 1 
it also diverges (Sec. 369, Example 3), for x = \  it conver­
ges (Sec. 369, Example 4). The domain of convergence is the 
interval (— 1, +1) ,  including the point x = \ \  the point 
x = — 1 is excluded.

The sum of the sériés (3) (in the domain of convergence) is 
In(l-fjt) (Sec. 272, Example 2). The sériés (3) is obtained 
by termwisé intégration of the sériés

= _ L

Theorem. The domain of convergence of the power sériés 
aQ-\-axx +  a2x*+  . . .  +  anxn+ . .. (4)

is some interval (— R , R), symmetric about the point x = 0 .  
Sometimes both extremities, x =  R and x =  — R, hâve to be 
included, sometimes only one, and at yet other times both 
extremities hâve to be excluded.

The interval (— R , R) is called the interval of conver­
gence, and the positive number R is called the radius of 
convergence of the power sériés. If a power sériés converges 
only at the point x = 0 ,  then R = 0. In Examples 1 to 3 the 
radius of convergence is unity. If the sériés converges at ail 
points, then we say that the radius of convergence is infinité 
(# = o o ).

(394. Flndlng the Radius of Convergence

Theorem. The radius R of convergence of the power sériés

û0 +  ûl* +  a2*2+  • • • • • • (O
is equal to the limit of the ratio \ an \:\an+1 \ provided that 
this limit (finite or infinité) exists:

lim | an:an + 11 (2)
n -* <x>

Example 1. Find the radius and domain of convergence of 
the sériés

o . i *  o.oi x1 , o.ooi *a , ( -0 .  l)wxn , „
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Solution. Here a We hâve

I a n I : I a n +1
0. lw

n
0 . l n+ 1 _  Iq  n+  1 

n + 1 n ’
R =  lim |a„:an+11 =  10

n -*■ co
(4)

The radius of convergence is 10, the interval of convergence 
j  (— 10, 10). The sériés (3) converges inside the interval 
ird diverges outside it. For * = 1 0 , the sériés (3) takes the 
crm

l
l _ J L + ± _  42 ^ 3  • * ‘ ^

( - l ) w
n (5)

..nis sériés converges (Sec. 369, Example 4). For * =  — 10 we 
jet a divergent sériés (Sec. 369, Example 3):

1 1 1 1
1 2 3 4

Hence the domain of convergence is the interval (— 10, +  10) 
fc:th the extremity * = 4 - 1 0  included; the other extremity is 
eicluded.

Explanation. We will regard x  as a given num ber and will apply 
iz (3) the d ’Alembert test (Sec. 378). We hâve

( - 0 . l )n*nun-------- •

Km I Un+t'-Un 1= «ni f  | x | 0 . 1 x 1-0. 1 
n -+ <x n ce \  n T i  ;

5y d’A lem bert’s test, (3) converges when | x | * 0 . 1 < l ,  i.e. when 
x . <  10 , and diverges when | x |*0. 1 >  1; tha t ls, when | x | > 10 .

Repeating th is reasonlng literally  w ith  regard to (I). we get for­
mula (2 ).

Note 1. The sum of the sériés (3) (in the domain of con­
vergence) is equal to In (1+0-1*) (cf. Sec. 393, Example 3).

Example 2. Find the radius of convergence of the sériés

l _ T + i n — - 5 T + - - - + ( -  ,)"‘7 r + * "  (6)
Solution. Here an=^——~ ■ By formula (2) we get

R =  lim h r r  : 7ïïTTïïl= lim ( " + 1)=oo (7)n cd L n (n + l) l  J  n ->■ cd

The sériés (6) converges at ail points. Its sum is a- * 
(cf. Sec. 272, Example 1).
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Note 2. If sériés (l) contains an infinity of coefficients 
equal to zéro, then the ratio | a n l:l a« + i l  has no limit and 
formula (2) cannot be employed even if we discard the zéro 
coefficients and renumber the remaining ones in a sequence.

Example 3. Find the radius of convergence of the sériés

obtained from (3) by the substitution x = z 2.
Solution. Since the sériés (3) converges for |x |  < 10 and 

diverges for J x  | > 10, it follows that sériés (8) converges 
for | z | < VtO and diverges for \ z \  > Y 10. Hence, the ra­
dius of convergence of (8) is Y 10- Formula (2) is inappli­
cable: if we take into account the zéro coefficients of odd 
powers of z, then the ratio \an \. \an + 1 \ is meaningless for 
even n\ but if we discard tne zéro coefficients and number 
the remaining ones in a sequence, then the limit of the 
ratio \an \:\an + 1 \ will be 10 and will not yield a radius 
of convergence.

The sum of the sériés (8) (in the domain of convergence) 
is ln (1 + z 2).

395. The Domain of Convergence of a Serlet 
Arranged ln Powers of x —x Q

The domain of convergenoe of the power sériés
fl0+ û i  (*—x0) +  at (x—x0)*+  . . .  + a n (x—x0)n + . . .  (1)

is some interval (x0— /?, x0+Æ) symmetric about the point 
x0. Sometimes, both extremities must be included, sometimes 
only one, and sometimes both extremities must be excluded.

The inter val (x0 — R, is called the interval of
convergence, the positive number R is the radius of conver­
gence of the sériés (1). If the sériés converges at ail points, 
then the radius of convergence is infinité (R =  oo).

If the ratio \an \ :\ an+1\ has a limit (finite or infinité), 
then the radius of convergence is found from the formula

Example. Find the radius and domain of convergence of 
the sériés

O.lz* o.oiz4 , O.OOlz*
1 2 "> 3 (8)

R = lim  | a„:an+11 (2)

n
1 2

(x + 0.2)'
(3)
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Here x0= —0.2, a„ =  ~  . By formula (2) we hâve 

tf =  lim |_L : _ !_  | =  1
n -* cc  n n +  1 |

The domain of convergence is the inter val (—1.2, 0.8), 
extremity of which, x =  0.8, is excluded. The sum of 

•J!e sériés (3) (iri the domain of' convergence) is

— In 11 — (jc +  0.2)] =  ln jj7j —j •

Ï9 6 . Abel’s Theorem l)

Theorem. If a power sériés
ûo +  aix +  a2x2 +  . . .  + a nxn+  . . .  (1)

converges (absolutely or conditionally) at some point jc0, 
then it converges absolutely and uniformly in any closed in­
terval {a, b) interior to the interval ( — |x0 |, . +  |*ol)-

Note /. The word “interior to” is to be understood in the 
narrow meaning of the word, that is by the hypothesis of 
the theorem neither of the end-points of the interval (a, b) 
coincides with the point |^0 | or the point — |x 0 |.

Example. The sériés
Y y * rü

T  +  T  +  - - - +  T + - "  P)
converges (conditionally) at the point jc = —1, turning into 
the sériés (Sec. 369, Example 4)

— L + - L - - L  +  - L - . .1 ' 2 3 ' 4

By Abel’s theorem, sériés (2) converges absolutely and 
uniformly in any closed interval interior to (—1, 1), say in 
the closed interval (—0.99, 0.99).

If for the left extremity of the interval (a, b) we take 
the point x0 = —1, then the absolute convergence is upset 
(at the point —1 itself). If for the right extremity of (a, b) 
we take the point x0= l ,  then sériés (2) becomes divergent.

l ) Niels Abel (1802-1829), Norwegian m athem atician. He lived 
only 27 years but produced Works of fundam ental importance. The 
assertion of uniform convergence of sériés ( 1) is a later contribution  
(the d istinction  between uniform and nonuniform convergence was 
made by W eierstrass late in the 1840’s).
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Note 2. If for one of the extrem itles of the closed interval (a, b) 
we take x0, then the convergence in such an interval rem ains uni- 
form. The same goes for the point —x0 if sériés (1) converges at that 
point.

397. Operations on Power Sériés

Suppose we hâve two power sériés:
a0 +  a1x +  a2x*+  . . .  + a nxn+  . . .  = S X (x), (1)
bQ +  bxx +  b2x2 +  . . .  +  bnxn +  . . .  =  S2 (x) (2)

Let A be the radius of convergence of sériés (1) and B the 
radius of convergence of sériés (2). Dénoté by r the smaller 
one (if they are equal, then r is common to both).

If we add, subtract or multiply termwise (by the scheme 
of multiplying a polynomial by a polynomial, cf. Sec. 381) 
the sériés (1) and (2), we get new power sériés, whose radii 
of convergence are at worst equal to r, but may exceed 
r. Their sums are, respectively, equal to (x) +  5 a (jc), 
Si (*) — $ ,(* ), S1 (x)S2 (x) (cf. Secs. 371, 381, 396).

Termwise division of sériés (1) by sériés (2) may be car- 
ried out by the scheme given in Sec. 382, provided that 
b0 ?= 0. If r 0, then the radius of convergence rx of the 
derived sériés differs from zéro but does not exceed A; it 
may even happen that rY is less than either of the radii A, 
B [see Example 4 and the note on formula (4), Sec. 401]. 
The sum of the new sériés (in the interval of fts conver­
gence) is equal to S i(x ):S 2 (x).

If bo=0, then termwise division is impossible for a^= 0 (because 
the quotient of S t (x):Ss (x) is inftnitely great as and it cannot 
be represented by a sériés in powers of x). But if 6o=0  and a«=0, 
then termwise division is impossible when the lowest power of the 
dividend is less than the lowest power of the divisor (for the same 
reason), otherwise division is possible, and the new sériés has the 
sum S j(x ) :S f (x) *) in the interval ( - r , ,  r x).

Example 1. In the interval (—1, - f l )  we hâve

1 + * + X* +  * 3 + . . . = J _ ,  (3)

1 -* + * * —**+.. .  = r^  (4)
Adding term by term, we get

2 + 2 * * + 2 * « + . . . = r 2j, (5)

*)'Eor x = 0  th ls sum (that is, the absolu te term of the new sériés) 
is the llm it of the quotient S j (x):S,(x) as x-»0.
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Subtracting (4) from (3) term by term, we get

2 ,  +  2 * 3 + 2 * » + . . . = ï r p  ( «

Multiplying term by term (cf. Sec. 381, Example 1), we get

l + j f l + x * + . . . s s - l -  (7)

Dividing the sériés (3) by the sériés (4) termwise (cf. 
Sec 382, Example), we find

l + 2* +  2^  +  2jc3+ - . - = T r 7  (8)
By the theorem of Sec. 394, the sériés (5) to (8) hâve 

radius of convergence R =  1, like (3) and (4). Formulas (5)- 
(8) are readily vérifiable: their left sides are géométrie prog­
ressions [in (8) from the second term onwards].

Example 2. In the interval (— oo, -j-oo) we hâve (Sec. 
272, Example 1)

l +TT +  T r + T T + - - - + 7 r +  • • • = * *
Replacing x by — x, we get

>- F + 5 T ~ S T  +  -  +  <-»>" S +  • ’ • 0 ° )
Since e * - e - * = \ t it lollows that for termwise multipli­

cation, ail the terms, except the absolute term» must cancel 
out, which is what actually happens.

Example 3. Termwise division of (9) by (10) yields the 
sériés

H- 2* +  2**+-f **+-§- *•+...  (Il)
The law of formation of coefficients is not immediately per­
cevable, but, knowing that (11) converges in some interval 
and has the sum ex :e~x = e*x there, it is possible to vi- 
sualize the sériés (11) in the form

+  +  ( 12)

Like (9) and (10), the sériés (12) has (by the theorem of 
Sec. 394) an infinité radius of convergence.

Example 4. We will consider the binomials l and 
1— x as power sériés, the coefficients of ail terms of which, 
except the first t*wo, are equal to zéro. The radii of conver-
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gence A and B of these sériés are infinité. Termwise divi­
sion of 1 + *  by 1—x yields the power sériés

1 +  2* +  2x2 +  2x3 . . .  (13)
Its terms, starting with the second, form a géométrie pro­
gression with common ratio x. The sum of the sériés (13) in 
the interval of its convergence is ( l - f * ) : ( l —x), but the ra­
dius of convergence rl is not infinité; it is equal to unity.

398. Différentiation and Intégration 
of a Power Sériés

Theorem 1. If a power sériés has radius of convergence 
R and sum S(x),

flo +  ai* +  a2*2-f* • • • -\-anxn-\-... = 5  (x) (1)
then the sériés derived by termwise différentiation has the 
same radius of convergence R and its sum is the dérivative 
function of S (x):

+  2a2* +  3a3x2 +  .. . + n a nxn- l +  . . . = S ' ( x )  (2)
Hence, the sum of a power sériés is a differentiable function, and 

it has dérivatives of ail orders [because we can again apply Theo­
rem 1 to sériés (2), etc.].

Note 1. If sériés (1) diverges at any end-point of the in­
terval (—R, R), then the sériés (2) also diverges at that 
end-point. The convergence of (1) at the end-point of the 
interval (—R, R) may be preserved in (2) or may not.

Note 2. The convergence of (2) is somewhat worse than 
that of (1) (because nan is gréa ter in absolu te value than an). 

Example 1. Differentiating successively the sériés

i = - r b ( - i  < * < + i )  (3)

in which R =  1, we get sériés with the same radius of con­
vergence. Their sums are the successive dérivatives of

l+ 2 x + 3 * *  +  4 x » + . . . + / u » - > + . . . = ïr - j p .  (4)

2 +  6 * +12x’+ . . . + n ( n - = TÏ̂ ( (5)

6 +  2 4 * + . . . + M * - 0 ( ' ï- 2)*’' - ;> + . . . = = ~ i  (6)
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The sériés (3) diverges at both end-points of the interval 
of convergence; the sériés (4) to (6) do likewise.

Example 2. The sériés (3) is obtained by differentiating 
the sériés

* +  4 + • • • + ^ T T - r  • ■ =  — ln ( l — x )  (7)

Sériés (7) diverges for x = l  and converges for x =  — l t but 
after différentiation the convergence at the end-point x =  — 1 
breaks down.

Theorem 2. The sériés derived by termwise intégration 
of sériés (1) from zéro to x has the same radius of conver-

X

gence and its sum is J 5 (x) dx:
o

X

ûo* +  ^ - * î + 3 - * 3 + . . -  + - 2 . J C " + » + . . .  = $ S ( j r ) d *  (8)
0

Note 3. If sériés (1) converges at one of the end-points 
of the interval (—R y R), then (8) converges there too, and 
formula (8) holds true. However, divergence of (1) at an end- 
point of (—R, R) may or may not be preserved in (8). 
The convergence of sériés (8) is somewhat better than that 
of (1).

Example 3. The radius of convergence of the géométrie 
progression

is unity. Integrating term by term we get (for | jc| < 1)

x __—  j - f l  — f l - L  _l_ (__ n / i - i  x *n+ l
X  3 ^ 5  7  ' * * ■ ' *  2n + 1

x

=  S i^ r * = arctanjc
0

( 10)

The radius of convergence of sériés (10) is also unity. At the 
end-point x = l ,  sériés (9) diverges and sériés (10) converges 
(by the Leibniz test), and we have1)

• - T + T - T + - - + ( - » ) "
1 1

2/ i+ l + . . .  =arctan 1 4

*) This resuit was obtained by Leibniz.
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At the end-point x =  — 1, the sériés (10), like (9), diverges 
(by the intégral test).

Example 4. Integrating termwise the sériés
JĈ . JC* JĈ | /« • \
âT +  s T - 7 r + “ - = s m j c  ( l l )

(Sec. 272, Example 2), for which R =  oo, we get

5 T - ^ 7 + l f - i T  +  • • • =  S sin x d x =  1 “ cos *
0

where x is any number. Whence we find the expansion of the 
function cosx;

cos* =  l - £ + £ - £ + . . .  (12)

Here too, R =  oo.

399. Taylor’s Sériés 11

Définition. The Taylor sériés (in powers of x — x0) of the 
function f (x) is the power sériés

/ '  Uo)

r u . )

f (*o) - 1 •(•*—*o) +

/ (n> U .)
( 1)- r  2 ! v 0/ ‘ 1 ni

For x0= 0  the Taylor sériés (in powers of x) is of the form

(2)2 | 1 "  ’ 1 ni

Example 1. Form the Taylor sériés for the function 
/(x) =  ï ~  in powers of x —2.

Solution. Compute the values of the function /  (x) and its 
successive dérivatives for x =  2. This yields

/  (2) =  4 -  » / ' <  2) = (5-jc)* \x = 2 ' 
1 2

/ ' < 2 ) = « 5 ^ | x = 2 = y >  • • • • f W  (2 ) =
nt

( S - x ) n + '  |jc=2 3W + » *

(3)

) It is highly advisable to read Sec. 270.
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The required sériés is

T +  ■?»(*“" + 3 7  (x — 2)2-h • • • + 3ït7t (*—2)n +  . . .  (4)

Exam ple 2. Construct the Taylor sériés of the same fonc­
tion in powers of x.

Solution. As in Example 1, we find

f (0) =  - . /' (Q)=-gï • r ( 0 ) = | î ............ / ,n> (0)= -— r .
(5)

The required sériés is of the form

"5" + “ *5â A:4 " ' 5 3 Jca +  ** - +  “511+1 x n  +  • • • (®)

Exam ple 3. The function does not hâve a Taylor sé­
riés in powers of x —5 because the function is not defined 
at the point x = 5  (it becomes infinité).

Exam ple 4. The function f (x) =  y f  x has no Taylor sériés
in powers of x because the dérivative f' (0) is infinité. 
But it has a Taylor sériés in powers of x — 1, which is of 
the form

1 +  -f ( x - 1) — i  -  {X -  I)* +  ij. ( X -  1)»+
. 1 2-5-8
• 4! 34 ( X - l ) * + . . .

400. Expansion of a Function In a Power Sériés

To expand a function f (x) in a sériés in powers of x —x0 
means to construct a sériés of the form

ÛO +  O l (•* —  * o ) + û * ( * —  *o )*  +  • • • +  <*» ( *  — * o ) " +  • • • ( I )
with nonzero radius of convergence and with sum identically 
equal to the given function everywhere within the interval 
of convergence.

Theorem . If a function f (x) is expanded in the power 
sériés (1), the expansion is unique and the sériés (1) coïnci­
des with the Taylor sériés in powers of x —x0.

Explanatlon . By hypothesis. we hâve identically. In the Interval 
of convergence.

/  (x)=flo+fl! ( * - x 0)+ a , (x ~ x 9)*+ . . t « n (* -* •)"  + . . . (2)
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Hence (Sec. 398, Theorem 1), the function f  (x) has dérivatives of 
ail orders, and at ail points of the interval of convergence we hâve

r (x)=fl1 + 2a. (X‘-x0)+ 3a,  ( x - x #)*+ 4a4 (x - x0) » + . . .  . ■ \
r <*)= 2 + 2 -3a, ( x - x 0)+ 3-4a4 (x - x0)‘ + . . . • > (3)
r (*)« 2-3a, + 2 -3 -4 a 4 (x

so on. For x= *0, formulas (2) and (3) yield

a0= f  (x 0). at .....................
— f \*o)» 2| * fl**" 3i * ••• (4)

That is, the expansion (2) is unique and coïncides wlth Taylor’s sériés 
for the function /  (x).

Example 1. Pind the value of the fifth dérivative of the
function /  (*) =  , *x, for * = 0 .

Direct computation is tiresome. But the function f (x) can 
easily be expanded in a sériés of powers of x by performing 
the division x:(1 — x2) (Sec. 397). We get the expansion

T± - T =  x +  x*+x* +  x-> +  . . .  (5)

in the interval (—1, +1). But (5) is Taylor’s sériés of the 
function f (x) in powers of x. Hence, the coefficient a6 =  1
gives the value , or / v(0) =  5! =  120. Similarly, we find

p n  + i>(0) =  (2 /i+ l) l, /«*>( 0 )= 0  (6)

Définition. A function /  (x) that can be expanded in a po- 
wer sériés in x — x0 is called analytic at the point x0.

Example 2. The function y / x  is not analytic at the point 
x = 0  (Sec. 399, Example 4); the same function is analytic at 
the point x = \  (and at any point x0 ^  0).

Note. The function f  (x) defined at the point x = x 0 may be non- 
analytic at tha t 'po in t  for one of three reasons:

(1) For x= x 0 it may not hâve a finite dérivative of any order;
thus, the function x  is not analytic at x = 0  because the first déri­
vative here is infinité.

(2) The Taylor sériés of the function f  (x) may hâve a nonzero 
radius of convergence and a sum not equal to f  (x).

(3) The radius of convergence of the Taylor sériés of the function 
f  (x) may be equal to zéro.

Only the first type is of practical importance. In Example 3 
we considered a function of the second type.

The presently known examples of functlons of the third type are 
too invofved.
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Exatnple 3. Let us de fine the function cp (x) (Fig. 408) by the for- 
_1_ 
x *

mula <p (x)=e (for x  =̂= 0). For x=0 ,  we put <p (0) = 0. Ail the dé­
rivatives of this function are zéro at the point *=0 . M Hence, for the 
function / {x)=e*+<p (x) ail the dérivatives f'  (0 ), f " (0 )..........f {n) (0 )...

w 111 hâve the same values as the correspondes dérivatives of «*; that 
is. the Taylor sériés of the function f  (x) will be

. 1 I ,
1 + TÏX+2Ï* . +  — T Xn +ni

This sériés has a nonzero radius of convergence (R = a>), but its sum 
(it is e•) is not equal to f (x).

401. Power-Serles Expansions of Elementary Functlons

Prelimlnary remarks. In order to expand a function f (x) 
in a sériés of powers of x — x0 we can seek the successive 
dérivatives /' (x0), f" (jc0), . . .  , / ("> (x0), . . . .  If they exist

*) For z #  0 we hâve

<*>' W  = T Ï  «

_1_
x*

For x=0  this expression is not suitable; here

<p' (0 )=  lim 
h-* 0

<P (h)-q> (0) 
h lim -  

h -*■ 0

1
T

T o

(by l ’HospitaFs rule). Further,
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and are finite, we get a Taylor sériés:

/ ( * o ) + ^ ( * - * o ) + ^  ( * - * « . ) * +  . . .

Because of what was said in Sec. 400, we also hâve to 
prove that this sériés has a nonzero radius of convergence and 
yields the précisé sum of f (x), and not some other function. 
It is sometimes possible to estimate the “remainder term” 
Rn= f  (x)— sn (x) and to prove that lim Rn = 0. For this pur-

n -*• oo
pose, Rn is,given in the Lagrange form (Sec. 272, Examples 
1 and 2) or in other forms.

In most cases this is difficult to do (or practicàlly impos­
sible). Then we can obtain the expansion in other ways, by- 
passing the computation of the dérivatives of / (x0), /' (x0), . . .  
(the dérivatives are obtained automatically from the expan­
sion, as in Example 1 of Sec. 400).

Below we give the power-series expansions of the simplest 
functions ih x. The general term, when its form is easily re- 
cognizable, is omitted.

Exponential functions.

e* =  14_JL4.£l_|_£l_L e ‘ T i i T  2 n  3 M  *..  (R =  00), O)
_ . X . X* X* .

e “  1 ! +*2 ! 3 ! * '.. (R =  oo ) (la)

Both expansions may be obtained by estimating the re­
mainder term (Sec. 272, Example 1). Formula (la) is obtained 
from (1) by replacing x by —x.

Trigonométrie functions.
. X X* . X* X7 .

s m x : = n - 3 i + s t - t t +  • ..  (/? =  » ) , (2)
, X* . X4 X* .c o s x = l - IT +  51- r î + . . ■ </? =  » ) (3)

Both expansions may be obtained by estimating the re-
mainder term (Sec. 272, Example 2). One of them may be 
obtained from the other by termwise différentiation (or inté­
gration).

Dividing (2) by (3) term by term, we get 

tanx =  x-|--g +  75^  +  3 T 5 +  2835 ••• =  W
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The law of the formation of coefficients cannot be expressed 
by an elementary formula and for this reason it is difficult 
to seek the radius of convergence via the theorem of Sec. 394.
But it is clear that R does not exceed y; the sériés (4) already 

diverges when x = ± y  since ta n ^ ± y ^  =  oo.

Note. The radius of convergence of sériés (4) proves less than each 
of the radii of convergence of the sériés (2), (3), which produce (4) by 
termwise division. Cf. Sec. 397. Example 4.

The function cotx cannot be expanded in powers of x 
(because cotO=oo).

Hyperbolic functions.1}

e x - e - x __ x_ x* . x» . x 7 .
2 “  1 I ' 3! "» 5 M 7 !  '

(hyperbolic sine; Symbol: sinhx),

el ï l I l = \ + * + 5 L + * L +
2 ' 2 I ' 4 ! ' 6 ! ‘

(hyperbolic cosine; Symbol: coshx),
17 62

~x ------- X3 -!- —  x®-----------X7 -1-----------x ’3 ^ 1  315 “  2835

(fl =  00) (2a)

(fl =  oo) (3a)

- , . . ( f l = f )  (4a)

(hyperbolic tangent; Symbol: tanhx).
The expansions (2a) and (3a) are obtained by subtracting 

and adding (1) and (la); the expansion (4a) is obtained by 
termwise division of (2a) by (3a). Cf. note on formula (4).

The expansions of the hyperbolic functions differ from 
the expansions of the similar trigonométrie functions in signs 
alone.

Logarithmic functions.

l n < l + 4 = T - T + T - T + - "  (*  =  »). ®

I n ( l - * ) = — (fl =  l) (6)
Firmulas (5) and (6) are obtained by termise intégration 

of the expansions-y—̂ - = l :Fx +  x2T x3+ . . .  . Via term­

wise subtraction we get

l n ^ f = 2 [ x + Ç + 4 + Ç  +  . . . ]  (fl =  D (7)

M Hyperbolic functions are discussed in Sec. 403.
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Sériés (7) is convenient for computing the logarithms of 
whole numbers. For example, when x =  y  we get a rapidly 
convergent sériés for ln 2.

Binomial sériés.

( 1 +  X)m =  1 +  mx +  — * s» +  m(m~ ÿ-y -~-2) x 3 +  . . .  ( /? = !)
(8)

For positive intégral m, the sériés terminâtes with a term 
ol degree m (the subséquent coefficients are zéros). The result- 
ing formula is called the binomial expansion. n The expan­
sion (8) holds for any real m.

For — ^  <  x < 1 we can use the Lagrange remainder term 
in the proof.

Using other devices 2) it is possible to prove the validity 
of formula (8) for the entire interval (— 1, 1).

The following expansions are particular cases of (8):

(1 (9)

0  + * ) - 2= (T T ^  =  1 - 2* +  a * * -4 * » + f i* * -  . . . .  (10)
/ t  , v ,  1 , 2 - 3  . 3 - 4  9  4 - 5  »  . / i i \
(1 +-X) (1 +xy   ̂ 2~ ■*+ 2 X 2~ x

(1 + ^ ) - , = r pr , =  \ - x * + x * - x *  +  x* - . . . .  (12)

(1 +  X ) u  =  Y T + x =  1 + Y  x — ~ x i +  2̂ * * —

- T & x* + - - '  <13>

^ + x '>~'/ , = v é 7 = = l- T x + r 14 x i -

l ) The name 1s more aptly applied to the general formula (8 ) 
(cf. Sec. 270, Item 1).

*> For the function f ( x )= ( \+ x )m we hâve, identically, mf (x)= 
= ( l + x ) / '  (x). Direct vérification (termwise différentiation and m ult i ­
plication) shows that  the same relation [mS {x) = ( \+ x )S ' (x ) )  holds for 
the sum S(*) of sériés (8 ). Hence

§ — = £ — . tha t  is [ ln /<*)]' =  [In S <*)]'

Since the functions lnS(x) and ln /(*)  hâve the same dérivatives and 
the same values for x=0 , they are equal. Consequently, S (x) = f (x), as 
we had to prove.
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O - * » ) '  '* =

1-3-5
'2 -4-6 * 3 +

•3-5-7
2 -4 -6 -8

V \ -
, 1-3-5 * . 1-3-5-7 
^"2-4-6 X + 2 - 4 - 6 -  8 X8 +  . . .

(14)

(15)

Inverse trigonométrie functions.

a r c s i n x  =  x +  4 - Ç  +  i - | Ç  +  ,
1- 3-5
2- 4-67 . . .  ( * = 1). (16)

arctan x = x —y  +  T  +  T ““ --- (*  =  1) (17)
Expansions (16) and (17) are obtained, respectively, from (15) 
and (12) by termwise intégration from zéro to x.

The expansions
arccosx=-——arcsinx and arccotx =  - -̂— arctan x are 

obtained from (16) and (17).
Inverse hyperbolic functions. l)

«" t *  +  V ^ T T ) = * - i  Ç + &  £  -  J £ §  Ç +  ■ ■ ■ < *  =  1)

(16a)

(inverse hyperbolic sine; notation: sinh_1x, or arcsinhx).

i - l n j ^ = * + Ç + £  +  Ç + . . .  <# =  1) (17a)

(inverse hyperbolic tangent; notation: tan h ^ x , ôr arctanhx). 
The functions

ln (x +  y  x2 — 1 ) =  arccosh x

(inverse hyperbolic cosine) and

— ln ^ |= a r c c o th  x

(inverse hyperbolic cotangent) cannot be expanded in a sériés 
of powers of x [they are not defined at any point of the 
interval (—1, 1), in particutar at the point -x=0].

The expansions (16a) and* (17a) differ from the expansions 
(16) and (17) in signs alone.

Inverse hyperbolic functions are discusseil in Sec. 404.
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402. The Use of Sériés In Computing Intégrais 1}

There are many intégrais that cannot be expressed ir. 
terms of elementary functions in closed form and are repre- 
sented by rapidly convergent infinité sériés. There is also 
sense in expanding in sériés such intégrais as may be repre- 
sented by finite expressions (if these expressions are compli- 
cated). The point is that errors arise also when using “exact’' 
expressions because the values of these expressions are, as 
a rule, found with the aid of tables.

JC

Example 1. The intégral J e~x t dx cannot be expressed 
o

in closed form in terms of elementary functions. Let us take 
advantage of the sériés

‘ - ^ “ i - î r + f r — - +  ( - i  ) " £ + • • •  <»
convergent in the interval (— oo, +oo). It yields

0

The interval of convergence is also (—oo, -f oo) (Sec. 398). 
l

Example 2. Evaluate  ̂ e~*l dx to an accuracy of 0.5* 10“4. 
o

Solution. Substituting into (2) the value x = \ ,  we get

f e~ x* dx= \ — --I_!------L_i— !--------LJ  U* 1 3 T  10 42 ' 216 13Î
1 1

320 1 9360 75600

The term î
(3)

75600 anc* subséquent terms are rejected 
since the error committed is much less than 0.5-10~4 [sériés 
(3) is an alternating sériés with decreasing terms, Sec. 376]. 
Calculating to five or six décimal places, we get

J e~** dx = 0.7468

a> Infinité sériés appeared historically in connection with the pro- 
blem of intégration (ci. Sec. 270).
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Example 3. Evaluate the intégral to an accu-
o

-icy of 0.5 10~3.
Solution. The indefinite intégral ^ sJlLldx  is not expres-

Nîble in closed form. Expanding sinx in a sériés and divi- 
: ng termwise by x , we get the sériés 

slnjg , x* , x* x* .
—  = , - 3 T + 5 T - 7 r + - - -  W

khich is convergent for any value of x (by the theorem of 
Sec. 394). Integrating, we obtain

S sin* As, — y X* i ____f!__L
x a x  —  x  3 . 3 M 5 - 5 1  7- 7! ' * * ' *

J* sinx . n  1 /  n \ 3  ] /  n \ 6  1 /  n \ i  .
J x a X ~  2 18 y 2 )  ' 600 [  2 )  35280 ^ 2 J  "^ * * *
0

(5)
The first rejected term is (by rough computation)
much less than 0.5-10“3. We find

1ï ( t  ) * = ° - 2 '5 3

(  -y ) 7 =  0.0007

— =1.5708  

+  6Ï Ï Ô - ( t ) ‘ = 0 -0 1 5 9 35280
1.5867

n
2

 ̂ ^ < ^ = 1 .5 8 6 7  —0.2160» 1.371

0.2160

403. Hyperbollc Functlons

The power sériés

* + s r + f ï + 7 r + £ r + - - -  (p  =  0°)> 0 )

1+ f r + ï r + f r + s r + - - -  (2)
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similar to the expansions of sin x, cosx, hâve sums that a:*
£  J? — g ™ 1 ^ M X

respectively equai to — -—  , — —̂  . These functîons are

called, respectively, the hyperbolic sine (sinh) and the h y p e r ­

bolic cosine (cosh):
— X

sinh* = — —̂ . (3:

COSh X  = -----2------------------------ (4

The hyperbolic tangent (tanh) and the hyperbolic 
(coth) are ;the functions

tanh x —sinh x 
cosh x

ex - e ~ x 
ex + e -a>*

cotangen:

(5:

coth x =
cosh jc 
sinh jc

ex + e ~ x 
e x _ g - x (6î

The functions sinhx, cosh*, tanhx, cothx are called 
hyperbolic functions.1} The graphs are given in Figs. 409 to 412.

The hyperbolic functions hâve definite values for ail va­
lues of x (except coth x for * =  0, where this function beco- 
mes infinité).

The function sinh* takes on ail possible values, cosh x 
takes on those not less than unity (cosh 0 = 1 ), the values 
of the function tanhx lie between —1 and + 1 , the values

The connection with the hyperbola is disoussed in Sec. 40S.
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- rothx exceed 1 for x > 0 and are less than —1 for x < 0. 
"Te straight fines y =  + 1 and y = — 1 serve as asymptotes 

both fines y = tanh*, y =  coth*.
The hyperbolic functions are connected by the relations

md others, similar to trigonométrie functions. Thus,

sinh (x-\- y) =  s\nh x cosh y-\~ cosh x sinh //, (10)
cosh (x-\-y) =  cosh x cosh y  +  sinh x sinh y, (11)
i « . . » tanhjr+ tanh y , . n.tanh (* +  * /)=-—;—r—;—r— (12)'  1 1 + tanh x tanh y  v '

They ail follow from the formulas (3) to (6).
Generally, every trigonométrie formula that does not con- 

:ain constant quantities under the signs of the trigonométrie 
:unctions1) is associated with an analogous relation between 
the hyperbolic functions. The latter relation is obtained if 
ue replace cos a  everywhere by cosh a and sin a  by i sinh a  
i is the imaginary unit); the imaginaries cancel out by 

themselves.
Example 1. From the trigonométrie formula 

sin (x-\-y) =  sm x cos y-\- cos x sin y

‘ ) This proviso Is essential. Thus, formula sin =cosa
cannot be transformed by the rule given here.
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we get, with the aid of the indicated substitution,
i sinh (x +  y) =  i sinh x cosh y +  cosh x i sinh y

Dividing both sides of the équation by i, we get (10). 
Example 2. From the formula

cos2 Jt-fsin2 x =  1
we obtain

cosh2 x-\- i2 sinh2 x =  1 
Setting t2 = — 1, we obtain (7).

F o rm u la s  f o r  D i f f é r e n t ia t i o n  a n d  I n té g r a t io n

d cosh x =  sinh x dx, \  sinh x dx — cosh x +  C, (H

These formulas arc obtained from the co r re spond is  trigonométrie 
formulas if we make the above-Indicated substitution and, besides. 
wrlte id x  in place of dx.

404. Inverse Hyperbollc Functions

The hyperbolic functions sinhx, cosh x, tanh x, cothx 
hâve the following inverse functions:

arcsinhx (inverse hyperbolic sine, Fig. 413), 
arccoshx (inverse hyperbolic cosine, Fig. 414), 
arctanhx (inverse hyperbolic tangent, Fig. 415), 
arccothjc (inverse hyperbolic cotangent, Fig. 416).

Cf. the graphs of the hyperbolic functions in Figs. 409 
to 412.

The function sinh-1 , or arcsinhx, is Lniquelly defined 
over the whole real line. The function cosh-1 , or arc coshx, 
is defined only on the interval (1, oo) and is here double- 
valued (its values are equal in absolute value and differ in 
sign). Ordinarily, only the positive values are considered; 
the corresponding branch of the graph (principal branch) is

(12
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cted in Fig. 414 by a heavy line. With this proviso, the 
action  arccoshx becomes single-valued.

The functions tanh” 1, or arclanh x, and coth-1 , or arccoth x , 
a r t  single-valued, the flrst is defined only in the (open)

F l * » .  4 1 3 .  v = a r c s i n h j t  F i g .  4 1 4 .  y = a r c c o s h x

-nterval (—1, 1), the second only exterior to the interval 
— 1, 1). The straight lines x = ±  \ serve as asymptotes for 

>oth lines y =  arc tanh x, y = arc coth x.

The inverse hyperbolic functions are expressed in terms 
of the basic elementary functions in the following manner:

arcsinh x = ln  ( j c  +  Y * 2 +  0 . (1)
arccosh x =  In (x ±  Y  x'1 — 1 )=  ±ln  (* +  Y x 1— l) ( jc  ^  1) (2) 
the upper signs in formula (2) correspond to the principal
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value of arc cosh x\

arctanh 1 « 1 "f" X y I 1
X ~ T  l n T^7 <1*1 <  i) . (3)

arccoth x = T l n £ r  d * 1 >  i) (4

F o r m u la s  f o r  D if fé ren t ia t io n  a n d  I n té g r a t io n d

d  arcsinh x = dx
(5y x* + 1

à arccosh x = (6

d  arctanh x — T4 t t  (1*1 <  h . (T

d  arccoth x = T ^ r  (1*1 >  i) . (8
(• dx __ 
J V x*+u2

arcsinh ~-}-C , (5a i

f — *  _
J V x ‘ -U*

arccosh —  +  Ca 1 ( * 3 5  0), (6a <

(• dx 
)  O ' -* '

arctanh — -j-Ca a (1*1 <  o). (7a)

Ç dx —  arccoth — + Ca a 1 (1*1 > o ) (8a)

405. On the Orlgln of the Names of the Hyperbollc 
Functlons

Consider the équilatéral hyperbola (Fig. 417)
x * *-y* = a» (l)

Dénoté by —- the area of the hyperbolic sector AOM and prefix to the
quantl ty  s (i.e. to the area of the double sector MON) that  sign whlch 
tne angle of rotation has from OX to OM. Then the rat ios of the di- 
rected line-segments PM, OP, AK  (constructed for the point Af of the 
hyperbola in similar  fashion to the Unes of the sine, cosine, and tan ­
gent; cf. Fig. 418) to the semiaxis a are expressed in ternis of s as 
tollows: *>

( 2 )

*> arccosh x  stands for the positive value of the functlon.
•) We^have (Sec. 333, Example 4)

s = 2 area AOM=a* ln (cont’d on p. 601) a



SERIES 601
Now in place of the hyperbola (1) let us take a circle (Fig. 418): 

x t + y 2 = at

Retaining the original dotations,  we see that  the quanfity  ~  taken 

with the proper sign (s is the area of the circufar sector MO N'A) wiïf

yield the angle a = < /  AOM so that in place of (2 ) we will hâve to 
wrlte

PM . s-----= sin —-a a2
OP
a

5
a 1

AK = tan s
ô7 (2a)

A comparison of the formulas (2) and (2a) expia ins the names hyper- 
bolic sine, hyperbolic cosine, and hyperbolic tangent.

406. Complex Numbers

The complex numbers *) became full-fledged members of the “mathe- 
matical society” when it was establishea that the hnding of many

Solvlng Eq. 1 and t h is équation simultaneously, we find

x
a

s
ôT

= sinh ~  a*

From the similarlty of the triangles O AK, OPM we hâve
AK  = PM  

a OP —  = tanh x
s

ô7
>) Operations on complex numbers and the geometrical interpre 

tat ion of such operations may be found in hanabooks of elementaiy 
mathematics.
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relattonshlps between real quantlties 1s greatly facil itated with 
their aid.

Example 1. Multiplylng successlvely the complex number 
cos<p + r sln <p by itself, we get de Moivre’s theorem ( formula)

(cos (p + / sin <p)n =(cos n<p + i sln n<p) ( 1)
for positive intégral n. »> Let us apply to the left member the binomial  
formula and equate the corresponding coordinates of both sides (two 
equal complex numbers hâve the same abscissas and the same ordi- 
nates). We obtain expressions of cos mp and sin n<p in terms of the 
powers of cos <p and sin <p. For example, for n - 4. we hâve

cos 4<p = cos4 <p- 6 cos* <p sin1 <p + sin4 (p. (2)
sin 4<p = 4 cos3 (p sin <p-4 cos (p sin* (p (3)

Only réal quantifies are lnvolved here.
Example 2. Uslng the formula for the sum of a géométrie progres­

sion. we fitfd
I +(cos <p + / sin <p) + (cos (p + i sin <p)*+ . . . + (cos q> + l sin <p)n=

_ 1 -  (cos <p + t sin <p)w + 1 
“  1 -  (cos <p + Z sin <p)

Applying formula (1) to both sides of (4) and performing a division 
In the right member, we get two formulas:

cos <p+cos 2<p+cos 3<p+. . . +cosn(p=

sln <p+sln 2<p + sln 3<p+ . . . +sin n<p=

sln < £ i ± Ü 2 ._ ±

(p (2n+l)<p
co>i r - . co> " 2

2 s i n | -

(5)

(6 )

Introducing complex variables and defining for them the concepts 
of function, limit,  dérivative,  etc., we And many new relatlonshlps 
between real variables.

Sections 407 to 410 represent a departure from the general plan 
of this book: we consider the complex functlons of a real argument  
(we do not dlscuss the functions of a complex argument at ail).

407. k Complex Function of a Real Argument

The complex quantity
z= x+ ty  (1)

(x, y  are real numbers) ls called a function of the real argument t if 
to each of the values of t (in the domain under considération) there

*> A négative power of a complex number may be dehned in the 
same way as for real numbers; then formula ( 1) can be extended to 
négative exponents as well. Formula ( l)  may be taken as a définition 
for fractional and irrational exponents. The resuit is then multiple- 
valued (because the angle <p is multlple-vaiued: <p=(p0 + 2 fejr, where k 
is any integer). The ruïes for operations on powers are the same as 
for a real base.
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corresponds a defini te value of z (i.e. a defini te value of x and a de­
fini te value of y ) .

Here, each of the coordinates x, y is a (real) function of the 
argument t.

Notation:
z = / ( 0  + MP(0 (2)

is équivalent to the following two équations:
x = f  (t), y=q> (/) (3 )

lf the complex number x + iy is denoted by a point (*, y) in the 
xy-plane, then the function z will be depicted as a set of points either 
isolated or filling the line [this line is parametrically represented by 
the équations (3)J.

The concepts of l imit and infinitésimal quanti ty  for complex fun- 
ctions are defmed in the same way as for real functions (the absolute 
value of the complex number x+ iy  is its modulus | x+ iy  \ = V x*+ y9). 
Points depict ing the values of the function approach without bound 
the point depicting the l imit when the argument t tends to the given 
value (or to infinitv). To find the l imit c of a complex function z, it 
is sufhcient to find the limits a and b of its coordinates x  and y. 
Then c=a + bi.

Example 1. The sequence
, i l .  1 2 , 1 n - l  J

r , =  l .  * . = - + T <. * .= T + - ' .......... In= T + —  ' • • • •  <4>

is depicted (Fig. 419) as a set of isolated points (xn, yn):

1 /»— 1

They lie on the straight line x+ y=  1. We hâve
lira xfl= 0 . lim y n= 1,

n -+ <x> n -*■ »
lim z„= lim (xn + iyn) = Q+ l i= i  

n -* oc n -* ob

( 6)

(7)
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The relation (7) means that the modulus |z n - / |  of the différence 
za - i  decreases without bound as n -* oo.

Geometrically, the points zrt approach without bound the point 
C (0 ,  1).

Example 2. The complex function
-o i .  /

z=e (cost + i s i n t )  (8 )
of the argument t is shown in Fig. 420 by the line

— 0 1 / _o.i/
x = e cos t, y = e sin t (9)

( logurithmic spiral).  We hâve
lim x = 0 , lim y = 0 ;

t -*■ <x> t -»■ ®
v lim z -  lim (x + iy) = 0

l -*• OD /-*■<»

As / -*> oo, a variable point in the complex plane moving along the 
spiral in the direction of the arrow approaches unboundedly the point 
O which depicts the limit of the function.

408. The Derlvatlve of a Complex Function

Définition. The dérivative F ' (t) of a complex function
F (t) = f (t) + i(p (0  (1)

of a real argument / is the limit of the ratio as Af -► 0.A/
The coordinates of the dérivat ive are the dérivatives of the coor- 

dinates f (/). <p (t) of the given function:
F' (t )=f' (t) + i ÿ  (t) (2 )

The vector depicting F' {t ) is the vector of the tangent at the 
corresponding point of tne graph

x = f ( t ) .  i/=<p(0 (3)
If t is the time, then the modulus of the der lvatlve is equal to 

the absolute value of the velocity of the point along the graph (3 ).
The differential of a complex function is defined in the same way 

as that for a real function and has the same properties.
If a complex function F (t) is represented by a polynomial

F {t) = a0+alz + atz*+ . . . +anzn (4)

where z is a complex function of a real argument t, then

F' (t) = (al + 2atz+.. . + nanz n- 1) z' (/) (5)

The formulas for the dérivat ive of a product and of a quotient are 
the same as for real functions.

Example 1. The dérivative of the function

F (i) = a f  cos 2jt y  + i sin 2n — ^ (ô)
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F' ( 0  =
_  2na /

~ T V sin 2n - j r + i  cos 2n T ) (7)

The function (6 ) is depicted by the set of points of a circle (Fig. 421) 
of radius a:

x—a cos 2n -!=■ , y=a  sln 2 n  — (8 )

The dérivative (7) is portrayed as the ve- 
ctor of the tangent MK  with coordinates

x' = 2na . 0 t — — sin 2ji —  , y = —  c o s 2 j i

The modulus of the dérivative 
expresses velocity if t is time) is

\F ' ( t )  \ = Vx'* + y'* = 2n a

T 
(9) 

(which

( 10)

Thus, the velocity of motion of a point 
along the circumference is constant so
that \F’ (t) | is the arc traversed in unit  time. Hence T is the period 
of one complété révolution about the circle.

From (6 ) and (7) it follows that

( I I )

Geometrically, the vector MK  is obtained from the vector OM by 

stretching (compressing) by a factor of and by rotation through
90° (multiplication by l is équivalent to a rotat ion through 90°). 

Example 2. The dérivative of the function
F(t) = (x + ly)t (12)

where x and y  are functions of /, is
F' (0  = 2 (x + iy ) (x' + ly') = 2 { x x ' - y y ' )  + 2i (xy' + yx') (13)

We get the same resuit if we first represent (12) in the form
F (t) = (x*-y*) + 2xyi (14)

409. Ralslng a Positive Number to a Complex Power

For ail real values of u, the sériés

1+T r  + 2 i' + 3 i"K ( 1 )

converges everywhere and has the sum eu.
The sériés (1) also converges for any complex value of ut i.e. its

f artia 1 sums sn (which are now complex numbers) tend to a fini te 
imlt (also a complex number).
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This is the basis for the following définition of a new operation: 
the raising of a positive number to a complex power. •)

Définition. To raise the number e (the base of natural  logarithms) 
to a complex power u - x + i u  means taking the sum of the sériés ( 1). 
For the complex power u of any other  positive number a we take the
quanti ty  eU na  (for real values of u it is identical with a tt).

Note. AU rules involving operations with powers may be extended 
to complex powers of positive numbers. But they hâve to be pro- 
ved separately.

Example 1. Raise e to the power ni.
Solution. By définition

ni . , ni e = 1 +TT

^ l + ï - ' J L 1 
+ ll 2 !

n 'i*  n * ia n*i* ji»/»
2! + 3! + 4! + 51 

n ai n* n*i & _ n 7i 
3! + 4~!+ ~5T ~ 6 I ~ ~ÏT•+...

The abscissa of the sum is equal to

jx *

2! + 4! 61+ ". =  COS JI =  —  1

(cf. Sec. 272). The ordinate of the sum is
ji ji3 n* ;iT
Il 31 + 51 7I + sin n = 0

Hence

In this case we obtained a real number. 
Example 2. Compute 10*.
Solution. By définition

where 2.3026 (see Sec. 242).Al
i n * - l  . _ J ______ 1 _  . 1 1 1
10 " 1 + 1IM 31M • * + 41M« + 5IM» *~61M«~

1 /  1 _ J  I__ \
~71M7‘  ^ 21M* + 41M4 61 M i +  J +

/  1 1 1 1 \  1 , , 1 
+ \ l l M  ""31Af, + 6 IAf5 71 ) ~ C°* M +i M **

»  cos 2 .3026+ /  sin 2.3026 «  cos 131°56' + / sio 131°56'= 
= -0 .6 6 8 0  + /- 0.7440

‘> See footnote on p. 602 for the raising oi a complex number 
to a real power. It is also possible to define the raising of a complex 
number to a complex power, but that  is more complicated.
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Example 3. Compute 10* + l 
Solution. We hâve (cf. Example 2)

10» + *=10*.10< s r - 66.80 + 74.40 i

4 1 0 . Euler’s  Formula

The relation
in,

e = cos<p + f sln <p ( 1)

is called Euler's formula, lt  is a conséquence of the définition of 
Sec. 409 (and is derived as in Example 1 of Sec. 409).

If one defines cos <p, sin <p for complex <p by means of the same 
sériés whose sums, by what has been proved, yield cos <p, sin <p for 
real <p, then formula ( 1) will hold true for any complex <p.

From formula (1) we get

-i<P_ cos <p -  / sin <p

and from ( 1) and (2 ) we find

cos <p=-
t<p -  iq>e +e sln <p=

21

( 2)

(3)

These formulas are very much Itke the expressions of the hyperbolic 
functions

cosh <p=- sinh q)=-

From (1) there also follows the formula

(cosy+i sin y) (4 )

(cf. Sec. 409, Note).
If x  and y  in formula (4) are functions of the argument /, then 

(4) may be different la ted in the same way as if i were a real constant:

ex +*V (x' + iy ')= x 'eT (cos y + i  sin y) + y,ex  ( -  sln y + l  cos y) (5)

Vérification of the vaiidi ty  of formula (5) is straightforwurd. 
Example. Find the dérivative of the function

F ( 0  = «o l< (cos 2 t + l sin 21)

Solution. Represent F(() in the form

F(t)=e
We then get

F'(O = (0 . 1 + 2 t) g(o.i + »i)t = (0 . 1 + 2 f) (cos 2 î + i sln 2 0 =
|(0.1 cos 2 t - 2  sin 2 t) + i (0.1 sin 2 /+  2 cos 2/)J



608 H IO H ER  MATHEMATICS

411. Trigonométrie Sériés

A trigonométrie sériés is a sériés of the form

Y + ai cos jK +  bi sin x +  a2 cos 2jc +  62sin 2 x + . . .+ a„cos nx +

+ & „ s in n x + .. .  (1)

where a0, alt a2, . . . ,  fri, &2l . . .  are constants called the 
coefficients of the sériés.

Nota J. The constant  term ^which may be wri tten as y c o s O x j

ls denoted by — (and not by a0) so tha t  the formulas for the coefficients 
(cf. Sec. 414) are uniform.

Note 2. Ail the terms of (1) are periodic functions with 
period 2ji. This means that when the argument x increases 
by a multiple of 2ji, ail the terms retain their values.

Note 3. The term trigonométrie sériés is also applied to 
the more general expression

Y  +  ai cos y  + bi sin — + a 2 cos 2 ~  +.b2 sin 2 — +  . . .

• • • +a„cos n y -+ 6 „  sinn y  +  . . .  (2)

where l is a positive constant called the half-period [ail terms 
of (2) are periodic functions with period 2/; cf. Note 2]. Sé­
riés (1) is a particular case of sériés (2) when the half-period 
/ =  j i .

412. Trigonométrie Séries (Hlstorlcal Background)

Trigonométrie sériés were introduced by D. B ern o u lliin  
1753 in connection with studies of the vibrations of a string. 
The problem which arose of the possibility of expanding the 
given function in a trigonométrie sériés gave rise to hot 
debates among the outstanding mathematicians of the day 
(Euler, d’Alembert, Lagrange). The différences were due to 
the fact that the concept of a function had not yet been 
clearly established. These debates contributed much to a 
clarification of the concept of a function. *)

*) Daniel Bernoulli (1700-1782), noted Sw.iss mathematician and 
mechanician, one of the founders of hydrodynamics.
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Formulas ex pressing the coefficients of sériés (1) in terms 
of a given function (Sec. 414) were given by Clairautl) in 
1757, but did not attract any attention. Euler obtained these 
formulas again in 1777 (in a paper published posthumously 
in 1793). Their rigorous dérivation was outlined by Fourier 
in 1823. Developing the ideas of Fourier, Dirichlet2) esta- 
blished (in 1829) and rigorously proved a sufficient criterion 
for expansibility of a function in a trigonométrie sériés 
(Sec. 418).

Other sifficient conditions were subsequently established, 
and functions not satisfying these conditions were investi- 
gated. The following Russian and Soviet mathematicians hâve 
made significant contributions to the theory of trigonométrie 
functions and their practical applications: N. Lobachevsky, 
A. Krylov (1863-1945), S. Bernstein (1880- ), N. Luzin 
(1883-1950), D. Menshov (1892- ), N. Bari (1901-1961), 
A. Kolmogorov (1903- ) and others.

413. The Orthogonallty of the System of Functions c o s /u t, slnnjc

Définition 1. Two functions <p(x), ip(x) are called orthogo­
nal in an interval (a, b) if the intégral of the product <p (x) (x)
taken between the limits a and b is zéro.

Example 1. The functions

and
<p (x) =  sin 5x 

t|> (x) =  cos 2x
are orthogonal in the interval (—n, ji) because

JT Jl
J sin 5xcos2x d x — ^- J (sin7x +  sin3x ) d x =

= ---- -r- cos 7x— 4" cos ^  I n —0
14 6 - n

Example 2. The functions

and
<p (x) =  sin 4x 

(x)=sin  2x * *)
4> Alexis Claude Clairaut (1 713-1 765), outstanding French ma- 

thematician, astronomer and geophysicist. Elected member of the 
Paris Academy of Sciences at tne âge of 16.

*) Peter Qustav Lejeune-Dirichlet (1805-1859), célébrated Ger- 
man mathematician.
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are orthogonal in the interval (— ji, ji) because 
n  n

J sin 4jc sin 2jc dx =  — J (cos 2x—cos 6jc) d x = 0
- ji - ji

Theorem. Any tw o  d is t in c t  fu n c tio n s  ta k e n fro m  th e  System  
of fu n c tio n s

1, cos x, cos 2x, cos 3*, , sin x, sin 2x, sin 3x, . . .  (1)

are orthogonal in the interval (— ji, ji), that is, 
n ji
J 1* cos m x d x = 0  (m ^  0), J 1 -sin m x d x = 0 t (2)

- ji - ji
ji ji

J cosmjc cos nxdx=Q,  J sin mx s in /t td x = 0  (3) 
-jx -ji

(for m £  n)f
n
J sin mx cos n x d x = 0  (4)

-JX

(m and n any natural numbers).
Proof: follow the pattern of Examples 1 and 2.
Note 1. If in place of two distinct functions of System (1) 

we take two identical functions, then the intégral between 
— n and n is equal to n for ail functions (1), except the first, 
for which it is double:

ji

$ I l d x = 2 n ,  (5)
— JT

ji n
J cos2 nx a x = n ,  J sin2n x d x = n  (n =  l, 2, 3, . . .) (6 )

- J T  - J l

Formulas (6) are obtained with the aid of the transformations 
cos*nx=--- (1 + co s  2 nx), sin2 n x = — (1 — cos 2nx)
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Note 2. Formulas (2) to (6) remain valid for any inter- 
val of length 2ji. For example.

2n

J sin 4x sin 2 x d x =  J 

2L 0
4

sin 4x sin 2 x d x = 0 ,

os
— 2 JT

cosa 3* d x =

5
T  31

J cosa 3x djt=ji
j i

2

Définition 2. If in  som e System  of fu n c tio n s  ev ery  tw o fun- 
c tio n s  a re  o r th o g o n a l,  th e n  th e  System  itse lf  is te rm ed  ortho­
gonal. By v ir tu e  of th e  th eo re m  of th is  se c tio n , th e  System  (1) 
is o r th o g o n a l in  th e  in te rv a l ( — ji, ji) (and  a lso  in  an y  in te r-  
val of len g th  2ji).

414. Euler-Fourler Formulas

Theorem. Let the trigonométrie sériés

^ - + a x cos x + b x sin x-\-a2 cos 2x-\-b2 sin 2 x +  . . .

. . .  + a rt cos n x + b n sin n x +  . . .  (1)

converge for ail values of x to some function f te) (this fun- 
ction is periodic with period 2n). If for this function 
(which may also be discontinuous) there exists a (proper or 

ji

improper) intégral  ̂ |/(*)| dx, then for the coefficients of 
- ji

the sériés (1) the following Euler-Fourier formulas hold true 
(see Sec. 411):

ji

« 0 = —  J  f (x)dx,
-n
n ji

5 /  (x) cos x dx, 5 f(x)sinxdx,
- J l  — Jl
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jt

(x) cos 2x dx% 

(x) cos 3x dx,

n

=  ~  J / (* *) sin 2* dx,
- J T

JT

6* =  -̂ - J /(x) sin 3 * ^ ,

and, générally,
JT J l

« ■ = q f J /  W cos n* dx, b„ =  —  ̂ f (*) sin nxdx (2)
- J l  - J l

Note. The expression for a0 is obtained from the general formula 
for an if we put n =  0 in the latter. This uniformity is upset If b y a d 
we dénoté the constant term of sériés ( 1) and not its doubled magni­
tude. Cf. Sec. 411, Note 1.

Explanation. We hâve

f (x) — -y -  + ax cos x - f  b» sin jc + . . + On cos nx +  bH sin nx+  . . .  (3 )

Integrating this équation from - jt  to j i  and assuming that the given 
sériés admits termwise intégration.1) we get

JT J l  JI J l

J  f  (x) dx = ^ -y -  dx + a t ^ cos x dx + b, ^ sin x dx -k . . .  (4 )

- jt - n  - j i  - j i

AU intégrais on the right, except the first, are equal to zéro by (2), 
Sec. 413. and we obtain

jt  jt

J  f ( j c )  dx ■= jiae, 1. e. a0 =  J  f ( j t )  dx

- j i  - j i

We obtained the first of formulas (2 ) lor the case n =  0, the 
remaining formulas are obtained by the same method if we first mul- 
tiply (3) by cos nx or sin nx.

Jl
*) lf the intégral ^ i/ ( j c ) |  dx is convergent, the trigonométrie 

- j i

sériés ( 1), which converges to the function /  ( j c ) ,  admits term-by-term 
intégration.
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«et
Thus, multlplying (3) by c o s  2x and integrating term by term, w e

n n n
^  f ( x )  c o s  2 j c  dx = - ^ -  ^  c o s  2 x  dx +  a ,  ^  cos x c o s  2 x  dx +

- j i  - j i  - j i

n n
4 -  bx \  sin x c o s  2 x  dx + a ,  \  c o s ’  2 jc dx +J  s i n  x c o s  2 jc dx +  a ,  J  c o s ’  !

n - j i

j i

+  6 s  J , . n  2 *  c o s  2x dx + (5)

On the rlght, ail the intégrais areequal  to zéro except the founh, 
by virtue of (2), (3), and (4), Sec. 413. The fourth one i s  equal to j i  
by (6 ). Sec. 413. Hence

Ji
f ( x )  c o s  2 x  dx

Trigonométrie sériés with arbitrary period. Let the trigono­
métrie sériés, with period 2/,

a0 jix . . Jlx _ Jix . - Jix—  + ax cos—-— + bx sin—-— + a ,  cos 2——  + b t  sin 2—j— + . . .

. . .  + an cos +  l>n 3ln « - y -  + • • - (6 )

converge for ail values of x to some function f (x) (this fun- 
ction also has the period 21). If there exists a (proper or 

i

improper) intégral  ̂ | /  (x)\dx, then for the coefficients of the 
- /

sériés (6) the following Euler-Fourier formulas hold: 
i

a „ =  ÿ-  ̂ f (x) cos « y -dx  (n = 0 , 1, 2. 3 , . . . ) ,

~j (7)

6„= -{- (*) s in n -^ -d x  (n =  l, 2, 3 ,.. .)
- i

Formulas (2) are obtained from (7) for / =  ji.

415. Fourler Sériés

In Sec. 414 we considered the sum f (jc) of a given con­
vergent trigonométrie sériés Of practical importance is the 
following converse problem: given a function / (jc) with period
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2ji;1) required to find the trigonométrie sériés, convergent 
everywhere,

—~ +  a1 cos x + b x  sin x +  . . .  + a n cos nx +  bn sin n x +  . . .  (1)

having the sum f (x).
If this problem has a solution, then it is unique, and the 

coefficients of the required sériés (1) are found from the Euler - 
Fourier formulas (Sec. 414):

The sériés obtained is called the Fourier sériés of the 
function f ( x ) .

It may happen that the problem posed here does not hâve 
a solution: the Fourier sériés [even if the function /  (jc) is 
continuous] may prove to be divergent at an infinity of 
points on the interval (—ji, ji). Therefore, the relationship 
between the function f (x) and its Fourier sériés is denoted 
as follows:

f (x) ~  -y- +  ûi cos x-\-bx sin JC+Û2 cos 2x-\-b2 sin 2x +  . . .  (3)

avoiding the equals sign.
However, for ail continuous functions of practical impor­

tance the problem has a solution, that is, the Fourier sériés 
of a continuous periodic function f (x) actually turns out to 
be everywhere convergent and its sum is equal to the given 
function and not to any other one. This is évident from Sec. 
416, where a sufficient condition is given for the expansibi- 
lity of a continuous function in a Fourier sériés.

What is more, discontinuous periodic functions which are 
of practical importance can also be expanded in a Fourier 
sériés, but with one proviso: at the points of discontinuity 
of the function /(x ), its Fourier sériés can hâve a sum diffe­
rent from the corresponding value of the function itself (see 
Sec. 418).

M It is assumed tha t  for this function there exists a (proper or

Jt j i

$ ,  /  (*) cos nx dx, bn =  ~  J f (*) sin nx dx (2)

J t

improper) intégral | f (x) | dx.
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Note. Nonperiodic functions defined in the interval 
(—ji, ji) can also be expanded in a Fourier sériés, but with 
the following proviso: exterior to the interval (—-ji, ji) and 
at its end-points the Fourier sériés of the function /(*) 
will hâve a sum that, as a rule, will differ from the corres- 
ponding value of the function itself [this is natural, since 
the sum of a trigonométrie sériés is a periodic function (see 
Sec. 417, Example 2)]. This is inessential, however, since we 
are interested in the values of the function only interior to 
the interval (—ji, ji).

416. The Fourier Sériés of a Contlnuous Function

Theorem. Let a function / (x) be continuous in a closed 
interval (—ji, ji) and either hâve no extrema there or hâve 
a finite number of them. *> Then the Fourier sériés of this 
function is everywhere convergent. Its sum is equal to f (x) 
for any value of x interior to the interval (—Jt, ji). At both 
extremities the sum is equal to

4 - 1 / ( - » ) + / ( " ) !
i. e. the arithmetic mean between / ( —ji) and /( - |-ji).

Example. Let us consider the function f ( x ) = x ;  it is con­
tinuous in the closed interval (—ji, Jt) and does not hâve 
any extrema. The coefficients a0, alt a2, . . .  of its Fourier 
sériés are zéros. Indeed,

n  o

an= J  x cos nx dx =   ̂ x cos nxdx +

n
+  -i-  ̂x cos nx dx (1)

o

After the substitution x = — x' the first term becomes 
o

-i- J x' cos nx' dx' and, combined with the second, yields zéro: 

________  «„ =  0, ( « = 0 f 1, 2, 3, . . . )  (2)
‘) An instance of a contlnuous function hav lngan  Infinité number

of maxima and minlma on a finite interval ls / (x)=x sin ~  conside-
red in any interval about the point x = 0 (at this point the function 
ls assigned the value 0; cf. Sec. 231).
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The coefficients bn are found by intégration by parts:
n  n

bn =  -]- \  x sin nx dx= — x cos nx | A—-  [  cos nxdx —
«  J  nn  |— n  nn  j

—31 -31
=  _ 2£Lco1£w  + i J _  (3 J

Jin ' 7 n '

The Fourier sériés of the function x is of the form

2 ^ -j-sin x— i- s in 2 x + —- sin3x— sin A x +  . . .  +

+ ~ ^  s i n/ « + . . . ]  (4)

By the theorem, the sériés (4) converges everywhere; for 
—ji <  x <  Ji its sum is

sin x sin 2x . sin 3jc ’__ \ \ n  +  \  9<n n x

- • 1 -
(—31 < X < II) (5)

For x= ± ji the sum is

i - l - n + n ] = 0  (6)
This is obvious because ail the tenjis of the sériés vanish. 
For * = - y  formula (5) yields the Leibniz sériés (Sec. 398)

-------- !— h - ------- L _ l  . — JL (7 )
1 3 ' 5 7 4

Fig. 422, which depicts the graph of the 5th partial sum 
of the Fourier sériés of the function f ( x ) = x

_ o /  sin x sin 2x , sin 3x sin Ax , sin 5x \  /ox
---------- 2----- • 3-----------4----->-----— )  (H>

gives some idea of how close the partial sum sn of the sé­
riés (4) inside the interval (—ji, ji) is to the function f (x) 
itself. The graph of y = s b (x) oscillâtes about the straight 
line y = x ; for some values of x we get values that are too 
small, for others, values that are too large.

The curve y = s b (x) passes through the points (—ji, 0), 
(ji, 0) and therefore départs sharply from the straight line 
y = x  near these points.

The pattern is the same for subséquent partial sums sn 
as well. But the size of the interval of sharp departure 
decreases unboundedly with increasing n . At the end-points
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oi the interval (—ji, ji) ail partial sums are equal to zéro 
and, hence, do not approach the values of the function 
f ( x ) = x  at the points x = ± n .  However, in any interior 
interval whose end-points do not coïncide with the points

* =  ± ji, the sériés (4) converges (and converges uniformly) 
to the function /(* )= * . But the convergence is bad; thus,

Jltaking the value x = -^ - , we get the sériés (7), which (by the 
Leibniz test. Sec. 376) converges very slowly.

Note / .  The function / ( x ) = x  is defined outside the inter­
val (—ji, ji) as well, but since it is not periodic, then for 
jĉ ji and for x ^ —ji the sum of the sériés (4) is not equal 
to x (cf. Sec. 415, Note). The graph of the sum of (4) con­
sisté (Fig. 423) of many segments obtained by horizontal
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displacement of the segment AB by the amount ±2/?jx(/e =  0, 
1, 2, 3, . . . ) .  Ail the segments A - xB - lf AB, AXBX, . . .  are 
devoid of end-points, which are replaced by the points C_2, 
Cu C2, . . .  which bisect the segments B - XA, BAlt BXA2 and 
so forth.

Note 2.
Consider the periodic function fx (x) =  2 arctan ^tan-£-^ ;

it has a period of 2jx. Inside the interval (—ji, ji) it coïn­
cides with the function /(*) =  * (Fig. 423). The function 
is not defined at the points ± n  and has a discontinuity. The 
Fourier sériés of fx (x) coïncides with the Fourier sériés of f (x), 
and now the sum of the Fourier sériés is equal to fx (x) not 
only inside the interval (—ji, ji) but everywhere as well, 
excèpt of course at the points of discontinuity x = ± n ,  
jc = Î3 j i, etc., at which it is zéro.

417. The Fourier Sériés of Even and Odd Functlons

Définition. Let the function f (x) be defined in the inter- 
val (—a, a). It is called even if the value of the function 
does not change upon a reversai of the sign of the argument:

/ ( - * ) = / ( * )  0 )

Such is the even power x2m (whence the term "even function”), 
such also are the functions cos nx, xz sin nx, etc.

A function is called odd if only the sign of the function 
changes upon a reversai of the sign of the argument, whereas 
the absolute value remains the same:

/ ( - * )  =  - / ( * )  (2)

An instance is the odd power x2171"1, such also are the func­
tions sin nx, x cos nx, tan x and others.

The graph of an even function is symmetric about the 
y-axis, the graph of an odd function is symmetric about the 
origin 0.

o
Note / .  For an even function, the intégrais \ f(x)dx

and J f(x)dx  are equal, for an odd function, they diiïer in 
Q
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sign. Therefore, for an even function we hâve 
a a

J f ( x ) d x = 2  <jj f(x)dx (3)
- a  0

and for an odd function
Q

J ! ( x ) d x = 0  (4)
- a

Note 2. The Fourier sériés of an even function does not 
contain sines; the Fourier coefficients are 

n

J f(x) COS nxdx, bn —0 (5)
0

(cf. Note 1). The Fourier sériés of an odd function does not 
contain cosines and a constant term; the Fourier coeffi­
cients are

n
a „= 0 ,  b„ = - |   ̂ /  (jc) sin nx dx (6)

o
Example 1. The function f (x )=x  considered in the 

example of Sec. 416 is odd. Its Fourier sériés does not con­
tain cosines and any constant term. The coefficients bn are 

ji

fcn= - J * s i n / u d j : = 2 ( - l ) » + i . i -
0

Example 2. The function f (x) =  \x \  is even; that means 
that its Fourier sériés does not contain sines. The coeffi­
cient a0 is equal to

n n
J M d* = | -  $ (7)
0 0

For n ^  0 we get
ji n

2 f  , 2 s i n  n x  \ n  2 Ç  .  .Gn =  — \ x cos nx d x = — x ------ ---------- \ sin nx d x =n  n J  ji n  I o n n  j
0 0

__0 cos n x -  1
(8)
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that is,

aa* =  °* a V t- 1 =  ('2jfe-4!)* n  2» 3» •••) (9)

Hence, the Fourier sériés of the function f(x) =  \x\  will be 
n  4 / cos x , cos Zx , , coï( 2 « -I ) x , \  / lm
2 ji ^ I» +  3» +  , < t  (2 / i-  1)* - T ' " )

The function f(x) =  \x\  satisfies the hypothesis of the 
theorem of Sec. 416. Hence, the sériés (10) is everywhere 
convergent. Its sum is equal to | x | for any value of x in* 
side the interval (—n ,  ji). What is more, since the function 
f (x) =  | x | is even, the sum of its Fourier sériés is /  (x) at 
the extremities.of the interval (—ji, ji) as well. Indeed, for 
an even function we hâve / ( —ji) =  /(ji) so that the arithme- 
tic mean between the values / ( —ji) and f (n) coïncides with 
each one of these values. Thus, we hâve

. i n  4 /  cos x , cos 3x , \  . _ _ . .. ~ v
|x |  —~2 n \  1* 3* ~̂~ * * * J ( ^ ^  ^  06a)

In particular, substituting into (10a) one of the values
* = ± 3 1  or x = 0 ,  we find that

■^ +  i r  +  i r + 7 * ’+  • • • ==iT  0 0
The sériés (11) [and, generally, the sériés (10aJ) converges 
poorly, though better than (4), Sec. 416 (cf. tne graphs in 
Figs. 422 and 424).

Fig. 424 shows the graph of the partial sum s4 of the 
sériés (10),

0  __  Tl A  (  C O S  X , C G 9  3 x  , c o s  5 x  \
s4— 2 — V "T*™ h*~~ J
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in the interval ( — jx, ji). The broken line about which the 
curve y = s i (x) oscillâtes is the graph of the sum fY(x) of 
the sériés (10). Fig. 425 depicts the graph of the sum (x) 
in the interval (—3ji, 3ji). Also shown (as two rays emanat- 
ing from the point O) is the graph of the function f(x) =  l x\.

The functions f (x) and / x (x) coïncide in the closed interval 
( — 31, n).

Note 3. The function h  (x) may be represented by the 
formula

h  (x) =  arccos (cos x)

Example 3. Expand the function f (x)=x*  in a Fourier 
sériés (Fig. 426).

Solution. The function is even, and so we hâve

ï xtdx= 2-£
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To compute an for n ?= 0 we integra te by parts twice:

2 f  .  . 2 m sln nx  11 4 P  ,û „ = — \ x2 cos nx d x = — x2------ ------------ \ x sin nx d x =
n n  J  Ji n [0 nn  J

o o

0
In the interval (— j i , j i ) ,  including the end-points (cf. Ex­

ample 2), we hâve

• ]  0 3 )* = s . _ 4  r cos x cos 2x , cos 3x cos 4x
3 " L ** 2» 3* 4* n

For x = n  and jc= 0 , we get, respectively,
_1 | ! \ ! | ! I _i__! 1 —31
1* “  2 2 ' 3* ' 41 r  • • • T n i T ----------

1* 2* ' 3a 4* ' *
( - l ) n - .

6 * <l4>

Adding (14) and (15) term by term, we again get (11).

4 1 8 . The Fourler S ér iés of a Dlscontlnuous 
Functlon

The theorem of Sec. 416 admits the following generaliza- 
tion.

Dirichlet’s theorem. Let a function / (x) be continuous at 
ail points of the interval (— j i , j i )  except at x,, xa, x3, . . .  
. . . ,  xk (a finite number) where it has jumps (Sec. 219a). If 
in the interval (— j i , j i ) there are then only a finite number 
of ex tréma (or none), then the Fourier sériés of the function 
f (x) is everywhere convergent. Then v

(1) at both end-points, — j i , j i , the sum of the sériés is

• f  [/<“ " )+  /<")] 0 )
(2) at every point of discontinuity x = x /  the sum of the 

sériés is
y  ! /< * / - 0 ) + / ( ^ + 0 ) ]  (2)

where the symbol / (x/—0) dénotés the limit to which /(x)

What follows may be stated more succinctly (see Note 2 )
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tends when x approaches from the left and /(* / +  0) dénotés 
the limit of f (x) as x -► xt- from the right;

(3) at the remaining points of the interval (— j i, ji) the 
sum of the sériés is equal to f (*).

Note 1. The intégrais
Tl
J /  (*) cos nx dx,

-Tl
Jl
 ̂ f (x) sin nx dx 

- ji

which enter into the Fourier coefficients are improper in the 
case at hand (Sec. 328).

Example. Consider the function / (x) defined in the interval 
(—  j i , j i )  as follows:

f(x) =  — t  fo r — j i < x < 0 ,  \
V (3)

f (x)= — for 0 < * < j i  J

This function is discontinuous at x=Q,  where it has a jump.

+
- 2 k

y

K
4

n

Fig. 427

~2k  X

Indeed, we hâve [see Fig. 427, which shows the function f (x) 
periodically continued beyond the limits of the interval 
(— Ji, *)]:

/ ( - 0 )  =  - ~ ,  f (  +  0 ) = ±  (4)

We find the Fourier coefficients [the function f (x) is oddj:

an= 0 ,
ji

bn = ~  $ ^ - s i n / u d x = ^ ( l — (—  l ) n ]
0

(5 )
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Hence ^

b*k-i = 2F Ô  • I  (fe=1( 2, 3, . . . )  (6)
bt „ = 0  |

At ail interior points of the interval (— ji, ji), except at the 
discontinuity x = 0 , the sum of the Fourier sériés is equal to 
f (x); that is, for — j i  < x < 0 we hâve

sin (2 / i -  1) x  
2n - l

. sin 3x , sln 5x , 
s ,n  * + — + — + ■ • • ■

a n d  for 0  < x < j i  w e  h â v e
. sin 3x . sin Sx , , sin (2 / i - l ) x  .sin ^ +  +  +

T  (7)

n
43 5 2/i-l (8)
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At the discontinuity x = 0 , the sum of the Fourier sériés is

(ail terms of the sériés are zéros). At the end-points of the 
interval (— jx, ji) the sum is also

Fig. 428 shows how the partial sums (x), s, (x), s3(x), 
s4 (x) gradually approach / (x). The top band shows the graph 
of s1(x); the next from the top depicts the graph of s2 (x) as 
a solid line:

/ \ i \ \ sin 3*
H (*) =  «! (*H--- 3

Here also (dashed line) is the graph of sin33* and likewise
(dotted line) the graph of sx (x). This is followed (below) by 
the graph of s3(x), the dotted and dashed lines depictlng
s3 (x) and sin̂ x . The bottom graph is similarly constructed.

Note 2. Items 1 and 3 of the Dirichlet theorem are actually par- 
ticular cases of Item 2. Indeed, if f { - n )= £ f( n ) .  then the end-points 
of the interval are points of discontinuity of tne periodically continued 
function f(x).  But if x is an interior point of continuity, then both 
limlts, left f ( x -O )  and right f ( x + 0), are equal to f(x),  so that

—  [ / < * - o ) + f < * + o ) ] = / w  ( » )

We can thus formulate the Dirichlet theorem more briefly:
Let a periodic function f (x) be continuous at ail points of the 

Interval ( - 71, 71) except a fini te number of points x x, x t , x t , . .  x k. 
where it has jumps. If in the interval ( - 71. 71) there are then only a 
fini te number of extrema (or none at ail), then the Fourier sériés of 
the function f (x)  is everywhere convergent and its sum is everywhere 
equal to

ÿ ü u - o  )+/<*+<>)]



DIFFERENTIATION AND INTEGRATION 
OF FONCTIONS 

OF SEVERAL VARIABLES

419. A Fonction off Two Arguments

Définition. A quantity z is called a functiàn of txvo variable 
quantifies x and y if every pair of numbers that may (by the 
conditions of theproblem) be the values of the variables x 
and y is associa ted with one or several defini te values of z. 
The variables x and y are called arguments (cf. Sec. 196, 
Définition 1).

Single-valued and multiple-valued functions are distingui- 
shed as in Définition 2, Sec. 196.

Example 1. The height h (above sea-level) of a point on 
the earth’s surface is a function of the géographie coordinates 
of latitude <p and longitude \|). The latitude can vary between 
— 90° and -f-90\ the longitude, between— 180° and +180°.

Example 2. The product of two factors x and y is a func­
tion of the two arguments x and y. The values of the arguments 
x and y may be arbitrary.

Number plane. For pictorialness, the pair of values x, y 
can be depicted geometrically by a point M (x, y) referred to 
a rectangular coordinate System XOY.  The plane embodying 
this System is called the number plane.

The expression “point M (x, */)” is équivalent to the ex­
pression “the pair of values of the arguments x and y”. For 
example, the expression “the point M (1, —3)” is the same 
as “the pair of values x = l ,  y = — 3”. Accordingly, a func­
tion of two variables is called a point function (see Sec. 457). 
It often happens that the value of a function is physically 
determined by the choice of a point in a plane or on a curved 
surface (cf. Example 1).

Domain of définition of a function. Ail pairs of those 
numbers which (by the conditions of the problem) can be values 
of the arguments x, y of the function / (x, y) constitute the 
domain of définition of the function.

Geometrically, the domain of définition is depicted as 
some collection of points in the xy-plane.

In Example 1, the domain of définition of the function h 
of the arguments <p and i|) is the set of points of the number 
plane lying within and on the boundary of some rectangle
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which has 360 scale units in length and 180 in width, whose 
sides are parallel to the coordinate axes and whose centre 
coincides with the origin. In Example 2, the domain of défini­
tion of the function is the entire number plane.

Notations. The notation
z = f(x, y)

(read: “z equals / of.x, y”) means that z is a function of the 
two variables x and y. The notation f (3, 5) means that we 
consider the value of the function / (x, y) at the point M (3, 5); 
it is that value of the function which corresponds to the 
values of the arguments x = 3 ,  y —5 (see Sec. 202). Other 
letters may be used in place of /.

Sometimes the same letter is used for the function symbol 
as is used to dénoté the function itself, that is, we write 
z =  z ( xy y), w = w ( u y v), and so on.

Note. It may happen that the value of the function f (x, y) 
varies with x but remains the same when the argument y 
varies. Then the function of the two arguments may be regarded 
as a function of one argument (x). If the value of / (x, y) 
remains the same for any values of the two arguments, then 
the function of the two arguments is a constant quantity.

Example 3. The daily amount of précipitation (h milli­
métrés) within Moscow Région is a function of the latitude <p 
and the longitude ^ of the point of observation. However it 
may happen that the daily amount of précipitation remains 
constant from south to north and only varies from east to 
west. Then h may be regarded as a function of the one ar­
gument ip.

If there has been no précipitation throughout the région 
during one 24-hour period, then h is a constant (equal to 
zéro).

420. A Function of Three and More Arguments

The concepts of a function of three, four, etc., arguments 
and the domain of its définition are introduced in the same 
way as for the case of two arguments (Sec. 419).

The domain of définition of a function of three arguments 
may be depicted as a certain set of points in space. Accor- 
dingly, a function of three variables (and, by analogy, of 
a greater number of variables) is called a point function.

Notaton:
« = /( * .  y . z)

signifies that u is a function of three arguments: x, y, z
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Note. It may happen that the value of the function 
/(* , y , z) varies with x and y but remains the same when z 
varies. Then the function of three variables /  ( j c ,  y , z) is, 
at the same time, a function of two variables: x, y. A func­
tion / ( x, y , z) can also be a function of a single variable; 
it can even be a constant (cf. Sec. 419, Note).

Generally, a function of n variables may prove to be 
a function of a smaller number of variables.

421. Modes of Representlng Function» of Several Arguments

l. A furifetion of two or more arguments may be specified 
by a formula (or several formulas). A function given by 
a formula may be explicit or implicit (cf. Sec. 197, Item c). 

Example 1. The formula

p v = A  (273.2 +  /) (1)

where A=0.02927, expresses a relationship between the volume 
v of one kilogram of air (in cubic métrés), its pressure p
^in “ïfpr) and its température t (in degrees Celsius). Each
of the variables p, v, t is an implicit function of the other two. 

The formula
A ( 2 7 3 , 2 ^ )

P '  '

spécifiés v as an explicit function of the two arguments p and t. 
The domain of définition of this function is the collection 
of physically possible values of the pressure and température 
(t can take on only those values which exceed—273°, p, only 
positive values).

Note. A function of several arguments is frequently rep- 
resented by a formula without anv indication of the physical 
meaning of the quantifies involved. If there are no indica­
tions about the domain of définition of the function, then 
it is assumed that the domain embraces ail those points for 
which the formula is meaningful.

Example 2. Let a function of the two arguments x, y be 
given by the formula

J : = y  ft2- ( x a+ ÿ a) (3)

without any indication of the domain of the function. For­
mula (3) is meaningful only when jc2-j-y2 ^  R2. Hence, the 
domain is the collection of ail points lying inside and en
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lhe boundary of a circle of radius R with centre at the
coord in a te origin. _______________

Example 3. The formula u =  Y  a2 — (x2 -J- y2 +  z2) spécifiés 
a function of three variables. The formula is meaningful pro- 
vided that x2 +  y2-\-z2 < ;a 2; the domain of définition is the 
collection of points lying inside and on the surface of 
a sphere of radius a with centre at the origin.

2. A function of two or more arguments may be repre- 
sented by a table. In the case of two arguments, the table 
is conveniently arranged in the form of a rectangle. The 
values of one of the arguments are specified in the top row, 
the values of the other in the left column. The value of the 
function is read at the intersection of the appropriât e row 
and column (table of double entry).

Example 4. The following table gives the volume of 1 kg 
of air as a function of pressure and température (see Example 1):

t o n s \  
P m*

- 2 0 - 1 0 0 10 20

10 . 0 0.7411 0 .7704 0.7997 0 .8289 0 .8582
10. 1 0 .7338 0 .7628 0 .7918 0 .8207 0.8497
1 0 . 2 0 .7266 0 .7553 0 .7840 0 .8126 0.8414
10.3 0 .7195 0 .7 4 8 0 0 .7764 0 .8048 0 .8332
10.4 0 .7 1 2 6 0 .7 4 0 8 0 .7689 0 .7970 0 .8252
10.5 0 .7058 0 .7 3 3 7 0 .7616 0 .7894 0.8173

3. A function of two arguments may be represented by 
a spatial model (bar diagram). A spatial model of a function 
f (x, y) is some surface S referred to a rectangular coordi- 
nate System OXYZ; the projection of a point M of the sur­
face S on the xy-plane serves to represent pairs of values 
of the arguments x, y, the z-coordinate of Af depicts the 
corresponding value of the function f (x, y).

This method is not applicable to a function of three and 
more arguments.

Example 5. A function specified by the formula

z =  Y  a2—x2 — y2 

is represented by a hemisphere (Fig. 429; cf. Example 2),
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4. A function of two variables may be represented in the plane 
b y means of level curves (level-curve représentation). A pair of values 
of x and y is depicted t>y a point M (x, y) and the value of z  by 
a numerical label. (This method is employed in cartography to indi- 
cate alt itude.) Points of the same value of z are connected by a line 
(a level curve — contour line — with the élévation indicated). When 
a point (x, y) lies on one of the level curves, the value of the func­
tion is read oft in straightforward fashion; if it does not lie on one. 
we take the two closest level curves between which the point (x, y) 
lies and interpolate by eye.

Example 6 . Fig. 430 gives the level curves of the function 
z = V a 2- x l -  y * which correspond to function increases of 0 .2a (OB=a). 
The value of z at the point M (0 , —0 .8a) is read from the label 0 .6a
To find the value of z at the point N  ( — a, - j-  a )  , take the labels
0.6a and 0 .8a for the nearest level curves. Since N  Is roughly mid- 
way between the curves, z  0.7a.

Note. If we eut the surface z= f  (x , y) with a plane z —k and Pro­
ject the section on the xy-plane, we get a level curve with the label k. 
Thus, if we eut a hemisphere z = V a 2- x 2-y *  with a plane 2= 0 .8a. 
we get a sectionyi'iJ'C' (Fig. 429). lts projection A HB"Cn (Figs. 429 
and 430) on the xy-plane is a level curve with label 0.8a.

Similarly, a function of three variables u —f (x, y, z) may be rep­
resented bv the level-curve method in space The rôle of level curves 
is played here by level surfaces.

422. The Limit of a Function of Several Arguments

The concept of a limit of a function of several arguments 
is established in the same way as for a function of one argu­
ment. For definiteness, consider the case of a function of two 
arguments.
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The niimber / is called the limit of the function z =  /(x , y) 
at the point Af0 (a, b) if z approaches / without bound every 
time that the point M (x, y) approaches Af0 without bound 
icf. Sec. 204).

Notation:
lim f ( x , y ) = l  

M -  M»
or

lim f (x, y) =  l
x ->■ a 
y-* b

Note 1. It is assumed that the function /  (x, y) is defined 
at ail points not coincident with M0 inside a circular neigh- 
bourhood of Af0; at the point M0 itself the function / (x, y) 
is either defined or is not defined (cf. Sec. 204, Note 1).

Note 2. The mathematical meaning of the expression “ap­
proaches without bound” becomes clear from the following 
exact définition.

Définition. A number / is called the limit of a function 
/ (x, y) at a point M0 (a, b) if the absolute value of the 
différence / (x, y) — l remains less than any preassigned posi- 
tive number e whenever the distance M0M =  Y ( x —a)2+ ( y —b)2 
from point M0 (a , b) to point M (x, y) (distinct from M0) 
is less than some positive number ô (dépendent on e).

Geometrical meaning. The z-coordinate of a surface z =  
=  f (x, y) differs from l by less than e whenever the projec­
tion of a point lying on the surface falls within a circle of 
radius ô with centre at the point M0 (a, b).

Note 3. For the case of a function of three arguments, 
/ (x, yy z), the distance Af0Af is represented by the expression 
V ( x - a ) 2-\-(y—b)2 +  (z—c)2. For the case of four arguments, 
when a geometrical interprétation of the expression 
y  (x—à)2-\-(y—6)2 +  (z—c)2 +  (u—d)2 becomes impossible, 
it is still called (by analogy) the distance between the points 
M (x, */, z, u) and Af0 (a, b, c, d).

The concept of an infinitely small and infinitely large 
quantity is established in the same way as for a function of 
one argument (Secs. 207, 208). The order of smallness is 
discussed in Sec. 423. The concept of a limit is extended as 
in Sec. 211.
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423. On the Order of Smallness of a Functlon of Saveral Arguments

In Sec. 217, when comparing two infinitésimal functions 
a and p of a single argument, we distinguished the following 
cases:

(1) the ratio has a nonzero finite limit; then the infi- 
nitesimals a  and p are of the same order;

(2) lim *|-=0; then a is of higher order than P;

(3) lira =  oo; then a  is of lower order than P;

(4) the ratio -j- has no limit; then a  and P cannot be 
compared.

CÎase 4 is an exceptional case in the study of elementary 
functions of a single argument. For functions of two and 
more arguments, Case 1 is exceptional. Cases 2, 3, and 4 
are of practical significance.

Thus, the ratio of two infinitésimal functions of several 
arguments typically has no limit (see Example 1). In other 
cases,, one of the two infinitesimals (say a) is of higher order 
than the other (see Ëxamples 2 and 3). Then the second is 
of lower order than the first.

Example 1. The quantifies 2x2-j-y2 and x2-\-y2 are infini­
tésimal as x —► 0, y —► 0, but their ratio has no limit. 

Indeed, the point M (x, y) can tend to M0 (0, 0) along
a line tangent, at the point M0, to the straight line y = ~ x
(the line BM0 in Fig. 431), or to the straight line y = 3x, 
or to the straight line y = x , etc. In the first case, the ratio
— tends to 4 - , in the second, to 3, in the third, to 1.
x  2
Hence, tne ratio

(2jc2 4-j/2) : ( ^ + ÿ !!) =  [2  +  ( i y ]  : [ l +  (-£■)*]



FUNCTIONS OF SEVERAL VARIABLES 633

9 11 3:ends to y  in the first case, to ^  in the second, to y  in
*Jie third, etc.

Note. The infinitésimal x2-\~y* is the square of the dis­
tance Af0Àf between the point M0 and the point M which 
s approaching M0 (0, 0). Generally, the case when one of 

the infinitesimals being compared is some power of the di­
stance between M and its limit Af0 is particularly important 
•cf. Secs. 430, 444).

Example 2. The function 2x2—y8 is of higher order than 
the distance

MAf* -
as M —<• M0 (0, 0). Indeed, the ratio (2x2—y2) :  Ÿ^x2-\-y2 is 
transformed as follows:

2 x * - y *  0 x y ...— ----------------y  - v------ (H
Vx*+y*  V x * + y*  \ x * + y * w

Neither of the quantités - *- , - exceeds (in ab-
V x *  +  y*  V x * + y *

soluté value) unity (see Fig. 432), but each of the quanti­
fies 2x, y  tends to zéro. Consequently, both terms on the 
right of (1) tend to'zero. Hence, (2x2- y 2):}^x2-\-y2 tends 
to zéro as well.

Example 3. The function /(x , y) =  (x—x0)2 (y—y0)2 is of 
higher order than the square of the distance MM0, that is, 
than (x—x0)2 +  (y—y0)2. Indeed,

i± - £ = ( x - x 0) -,  —  ■-
M M J y  { x - x 9)* + (y~ y0) * V { x - x 0)* + { y - y 9)*

The first factor tends to zéro and neither one or the other 
of the two exceeds unity (cf. Example 2).

424. Continulty of a Function of Several Arguments

Définition 1. A function /(x , y) iscalled continuons at 
a point Af0 (*o» Vo) if the following two conditions are ful- 
filled:

(1) the function has a definite value / at M0,
(2) the function has a limit, also equal to /, at M0.
If even one of these conditions is violated, the function 

is called discontinuous at the point M0.



The same holds for the case of three and more arguments. 
Définition 2. A function / (x, y) is called continuous in 

some région if it is continuous at every point of the région. 
Example 1. A function f (x, y) specified by the formulas

/(O, 0) =  0, ^
f(x, y ) = ^ f ^ L  (x4+ y 4 ;É0)

V x * +  y 2

is continuous at the point Af0(0, 0). Indeed, at M0 it has 
the value zéro; besides, it has a limit here, which is also 
equal to zerç (cf. Example 2, Sec. 423). At ail the remaining 
points of thë number plane the function f (x, y) is also con­
tinuous. It ivtherefore continuous in any région.

Example 2. A function <p(x, y) given by the formulas
<p (0, 0) =  0,

q>(*. y ) = - ^ $  (**+»* * o)
is discontinuous at the point M0 (0, 0). The first condition of 
Définition 1 is fulfilledl But the second one is not: the func­
tion <p(x, y) has no limit as M —► M0 (see Example 1, 
Sec. 423).
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425. Partial Derlvatlves

Définition. A partial dérivative of a function u = f ( x , y t z) 
with respect to the argument x is the limit of the ratio

I H x- a  as Ax —► 0A*
Notations:

• c' , . d u  d f ( x ,  y ,  ?)  . . .
“*• f x (x , y . x ) .  ■w , ------------- • O)

For the meanings of the symbols du, dx see Sec. 429.
Note 1. In the process of finding the limit , the arguments 

x, y y z are held constant; the resulting partial dérivative is a 
function of x, y , z (cf. Sec. 224).

The partial dérivatives with respect to the arguments y 
and z are defined and denoted similarly, for example,

« ;= - 5 7 = /ÿ ( * .  y< * )=  limu oy y Ay-0
f (x,  y + A y ,  z ) - f  (x,  y ,  z)  

Ai/ (2)

Note 2. To find the partial dérivative it is sufficient 
to find the ordinary dérivative of the variable u, considering
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a as a function of the argument x alone. If it is necessary to 
find' ail three partial dérivatives, it is more practical to use 
the method given in Sec. 438.

Example. Find the values of the partial dérivatives of the 
function

u =  f (x, y , 2) =  2jc2 -f- y2—3z2—3xy — 2xz (3)
at the point M0 (0, 0, 1).

Solution. Considering u as a function of the argument x
alone, we find that its dérivative —  is equal to 4x—3y —2z.

At the point (0, 0, 1) the value of this dérivative is —2. 
Notation:

f'x (0, 0. i) =  4x — 3y — 2z|x=0< y=0 2=I =  — 2, 
f'y (0, 0, 1 ) =  2y 3x l^-o, y=o, z~ i 

f z (0, 0, 1) =  —6

426. A Geometrlcal Interprétation of Partial Dérivatives for the 
Case of Two Arguments

Let point M0 (x0, y0) (Fig. 433) be associated with point 
N0 of the surface z =  f (x, y) (Sec. 421). Draw through N0 a 
plane N0M0U parallel to the 
xz-plane. At the intersection, 
we get the line LXN0 along 
which y remains constant 
(y — yQ). The z-coordinate of 
the line LXN0 is a function 
of the argument x alone. The 
partial dérivative fx (x0, y0) 
is numerically equal to the 
slope of the tangent line 
UN0, that is, to the tangent 
of the angle M0UN0 formed 
by the tangent line US with 
the coordinate xy-plane XOY.

Drawing the plane N0M0V 
parallel to Y O Z , we get 
the section L2N0. The partial 
dérivative fy (x0, y0) is equal 
to the tangent of the angle 
M0VN0 formed by the tangent 
line VT and the xy-plane.
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427. Total and Partial Incréments

Let us take some values x0, y0, z0 of the arguments x% y , 
z and incrément them arbitrarily: Ax, Ay, Az. The function 
u = f ( x , y, z) will then receive the total incrément
Au =  A/(x, y, z)= /(* „  + A*, y0 +  Ay, z0+A z) —/ (*0, y0, z„)

It may happen that the incréments Ay, Az are equal to 
zéro, that is, y and z remain unchanged; then the function 
f (x, y, z) receives a partial incrément

à xtt =  AJ{x,  y, z ) = f ( x 0 +  àx, y0, z0)—f(x0, yn, z0) 
Similarly weobtain the partial incréments 
Ay* =  Ay/(x , y, z ) = / ( x 0> y0+ A y , z0) —/(* 0. i/o. *o).

y< * ) = /(* o. i/o. *o+Az)— / (jc0. ÿo. *o) 
Note. For the case of two arguments, the total incrément 

of a function is geometrically portrayed as the incrément of 
the z-coordinate M0N0 (Fig. 433) for an arbitrary displace­
ment of a point N0 along the surface z = / ( x ,  y). The partial 
incrément k xf (x, y) is obtained in a displacement of N0 along 
the section LiN0, the partial incrément Ayf {x, y), in a dis­
placement along L2N0.

Example. The total incrément of the function
u = 2 x 2 — y2 — z

is
Au =  A (2x2 — y2 — z) =

=  2 (x -|- Ax)2 (y -j- Ay)2 (z -J- Az) 2x2 -|- y2 -|- z =  
=  4* Ax—2y Ay— Az +  2Ax2— A y2

The partial incréments are

Axk =  4jc Ax-|-2Ax2, Ayu = —2y Ay — Ay2, A2u =  —Az

428. Partial Differen tlal

Définition. If a partial incrément Axu (Sec. 427) of a 
function u = f ( x , y, z) may be partitioned into a sum of two 
terms:

&xu =  A Ax +  a  (1)

fc'here >4 is independent of Ax, and a  is of higher order than 
Ax. then the first term A Ax is called the partial differential 
of the function / (x, y, z) with respect to the argument x and
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is denoted dxf (*, y , z) or dxu:
dxu =  dxf ( x ,  y , z) =  AAx (2)

In other words, a partial differential is the differential (Sec. 
228) of a function / (jc, y, z) taken on the assumption that 
the quantities y and z do not vary (Ay =  Az*=0). On this 
assumption, x is the sole argument, and for this reason in 
place of A jc we can write dx (cf. Sec. 234) so that

dxu = d j ( x ,  y, z) =  Adx

The partial differentials dyf (x , y , z), dzf (x, y , z) with 
respect to the arguments y and z are defined similarly.

The coefficient A is equal to the partial dérivative uXt i.e. 
the partial differential of a function is equal to the product 
of the corresponding partial dérivative by the incrément of 
the argument (Sec. 228, Theorem 1)

dxu =  u'xdx (3)
Similarly,

dyu =  uydy, (4)
dzu =  uzdz (5)

Example. Find the partial differentials of the function
u =  x2y-\-y2x

Solution. Holding first y  and then x constant, we find 
dxu =  (2xy-}- y2)dx> 
dyu =  (x2 +  2xy) dy

429. Expressing a Partial Dérivative 
in Terms of a Differential

The partial dérivative ux of the function u = f ( x ,  y, z) is 
equal to the ratio of the partial differential dxu to the diffe­
rential dx:

This follows from Sec. 428 (et. Sec. 235).

In the notation , it is not advisable to regard the Sym­
bol du in the sense of the partial differential dxu with respect 
to the argument x because in the notation - -  the same sym-



bol du would hâve to be understood as the partial differential 
dyU, and in the notation —L , as dzu.

For this reason, the expression should be regarded as
inséparable symbol of a partial dérivative (and not as a ratio 
of differentials).

Example. Let u = x y ; then x =  — and y =  ̂  . We hâve
du   dx   u dy   1
dx U* dy y 2 ’ du x

Whence we find
du dx d y   / ____u_ \  ______ ____ ___.
dx * dy  * du ^ ' \  y* J x x ÿ

If we regarded the symbols du, dx, dy as independent quan­
tités, we would hâve the erroneous resuit + 1  in place of 
— 1.
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430. Total Differential

Définition. Suppose the total incrément Af (x, y , z) 
(Sec. 427) of the function / (*, y , z) can be partitioned into a 
sum of two terms:

A/(x, y , z) =  (i4 b x + B  \ y  +  C Az) +  e (1)
where none of the coefficients A , B, C is dépendent either on 
Ajc, or Ay, or A z, and the quantity e (regarded as a function 
of A*, A y, A z) is of higher order (Sec. 423) than the distance
p =  Y  A*2 -h A t/2 +  Az2.

Then the first term
A t i X + B  £ay +  C bz  (2)

is called the total differential of the function f (x, y, z) (or, 
simply, the differential) and is denoted by df (x, y, z) (ci. 
Secs. 228, 428).

Example 1. Let us take the function
f (x , y, z ) = 2 x 2—y2—z (3)

We hâve (Sec. 427, Example)
A/(x, y, z) =  (4x Ax—2y Ay—Az) +  (2Axa—Ayz)

The coefficients 4  =  4jc, B = —2y, C =  — 1 are not dépendent 
either on Ajc, or A y, or Az, the quantity e=2A *2— ày* is of
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higher order than y  Ax2 Ay2 Az2 (cf. Sec. 423, Example 2). 
Hence, the expression 4x Ax—2y Ay—Az is the total differen- 
tial of the function 2x2—y2 — z:

d(2x2 — y2—z) =  4xAx—2 y A y —Az (4)

Theorem. The coefficients A , B, C are equal, respectively, 
to the partial dérivatives of the function f (x, y , z):

A =  fx(xt y , z), B =  fy (x, y , z), C = f z (x, t/, z) (5)

In other words, //ie /o/a/ differential is equal to the sum of 
the partial differentials (Sec. 428):

df(x, y , z) =  dxf (x, y, z) +  dyf (x , (/, z) +  < y (* f y, z) (6)
or

df(x , y, z) =  /*(x, (/, z) Ax +  /i(x , y, z)Ar/+  /*(*, y, z) Az (7)

Example 2. In formula (4) the coefficients A — 4xt 
B = —2y, C — — 1 are partial dérivatives of the function 
2x2—y2— z  with respect to the arguments x, y , z

4 x = ^ r(2 j f l - f - t ) .  ^

- 2 ÿ = | ( W - j î - z ) ,  l  (8)

Note 1. By virtue of formula (7), the total differentials 
dx, dy, dz of the arguments x, y, z are, respectively, equal 
to Ax, Ay, Az. We therefore hâve

df(x, y, z) =  f'x (x, y, z)dx +  fy(x, y, z)dy +  fz (x, y, z)dz (9)

For instance (cf. Example 1),

d(2x2 — y2—z) =  4xdx—2y dy — dz (10)

Formula (9) is invariant (see Sec. 432) and therefore is to 
be preferred to (7).

Note 2. If u is a function of one argument, the total 
differential turns into an ordinary differential and the sole 
partial dérivative into an ordinary dérivative.
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431. Geometrlcal Interprétation of the Total 
Differentlal (for the Case of Two Arguments)

Let a plane P be tangent (Sec. 435) at a point M (x, y , z) 
of a surface S depicting the function z = f ( x , y) (Item 3, 
Sec. 421). Displace the projection M0 (x , y, 0) of point M to 
the position A f^x+A x, y + b y ,  0). Then the z-coordinate of 
the tangent plane will receive an incrément equal to the total 
differential:

dz=f'x{x,  y) Ax+f'y (x, y) Ay (1)
The corresponding incrément in the z-coordinate of the 

surface S is, equal to the total incrément A z of the function
* = n * .  y)-'

Hence (Sec. 430, Définition), the distance between the 
surface S and the tangent plane P (reckoned in the direction 
of the z-coordinate) is of higher order than the distance

ç> =  M0Mx =  Y  Ax2 +  A y2
(cf. Sec. 230).

432. Invariance of the Expression 
f'xd x + f y d y + f g d z  of the Total Differential

The expression /xAx-f-/yAy+/2Az (Sec. 430) is the total 
differential of the function « = / ( x, y, z) if x, y, z are re- 
garded as arguments.1* But if the variables x, y , z are them- 
selves functions of one, two, or more arguments, then this 
expression is not, as a rule, a differential. On the contrary, 
the expression

f x dx +  f y dy +  f z dz
is always1* the total differential of the function f (x , y , z) 
(cf. Sec. 234).

Example 1. Let us consider the function u = x y  of the 
arguments x , y. We hâve

du =  ux dx-\-uy dy =  y dx-f xdy  (1)

This formula also holds true when x, y are functions of the 
arguments s given by the formulas

x = t 2 -\-s2, y =  t2—s2 (2)

*) It is assumed that the total differential exists. See Sec. 434 on 
functions having partial dérivatives but with no total differential.
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Indeed, in this case we hâve
u =  tA—s4, (3)

du =  u't dt-\-us d s = 4 t z dt — 4s3 ds (4)

We obtain the same resuit using formula (1) if in place of 
x, y we substitute the expressions (2) and in place oïdx, dy, 
the expressions

d x = 2 t  dt -\-2s ds, d y = 2 t  dt — 2sds (5)

which are found with the aid of formulas (2). But if in place 
of (1) we take the formula

u =  y &x+ x  Ay (6)

it will be incorrect for the arguments t, s.
Exam ple 2. Formula (1) also holds when x and y are 

functions of one argument.
Exam ple 3. The formula d arctan x = y —— holds true if we

put x = rs t :
d arctan

433. The Technique of Différentiation

In most cases, when seeking partial dérivatives, it is 
convenient first to find the total differential, which is com- 
puted by the same rules as the differential of a function of 
one argument (cf. Sec. 432 and Sec. 430, Note 2).

Exam ple 1. Find the partial dérivatives of the function

u =  arctan —
X

Solution. We compute the total differential by the rules 
of Secs. 247 and 240. This yields

du- x d y - y d x

•* £
x*+y* d)

The coefficients of dx, dy are the partial dérivatives , -- . 
Therefore

àu _  y  du _  x
fa  x* + ya * du x* + u*dy x*+y*
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Direct computation of the dérivatives would hâve required 
a great deal of work and attention.

Example 2. Find the partial dérivatives of the function
u =  In Y x 2 +  y2.

Solution.

d l n (3)

du * d“ _  » /4\
dx x*+y** dy xc* + j/* 1 '

When differentiating a function of one argument, it is 
sometimes cpnvenient to take advantage of the total differen- 
tial of a function of two, three, etc. arguments.

Example 3. Find the differential of the function u = x x. 
Solution. We seek dy2 (y and z are independent variables); 

to do this we first find the partial dérivatives and then set 
y = x ,  z = x .

dyz = ^ d y + ^ d z  =  zyl - l d y + y z lnydz,  (5)

dxx = x x x ~1 dx +  xx ln x d x = x x (1 -F ln x) dx (6)

With a little skill, the writing is confined to formula (6), 
the rest being done mentally.

434. Dlflerentiable Functlons

A function u = f{x,  y, z) with a total differential at the point M 0 
is called a différentiable function at that  point.

A différentiable function always possesses fini te partial dérivatives

JT* TT* TT" fln<* Par t la* differentials

. du 4 . du . . du .
d*u=dïAx- dvu=diïAy- dzU=dIA*

the sum oi which yields the total differential (Sec. 430).
But the existence of partial differentials (or finite partial dériva­

tives) does not  ensure the existence of a total differential.
Example. Consider the function f [x, y) defined at  the point 

Af0 (0 . 0 ) by the formula
/(O. 0) = 4 (1)

and at the other points by the formula

/ (x, y) = 4 + 2x+y+  (2 )
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This function is continuous at the point M0 (0. 0) and has partial 
dérivatives here:

f'x  (0 , 0 )= lim 
*  A jc- 0

f (A jc, 0 ) - 4  
AJC

■ lim 
A x -0

2 A jc 
A jc = 2.

Fw(0 . 0 )=  lim 
y A y -0

/(O  A y)-4

But the expression f'x (0, 0) A jc + f ’y  (0, 0) Ay = 2Ajc +  A y Is not a 
total différentiel lndeed. the total incrément is of the form

AM0. 0) =  /  ( A jc, Ay)—4 =  (2 A jc + A j/) +
Ajc»A y 

Ajc*+ A y*

The hrst term is not a total differential slnce the second term
e = - i s  not of higher order than Ajc* + A y 9 *

q = V  Ax*-fAy*

That is, the r a t io  e :p  does not tend to zéro as M (A jc, A y) 0. Thus, 
lf M tends to M0 along the-ray j/=3f, x = i t ,  then e:p malntains the
value .

125.
Another example of a nondifferentiable function is considered in 

Sec. 442 ('Example 2)
Note I. If ail partial  dérivatives are cont inuous at the point under 

considération, then the function is différentiable at that point. In 
the preceding example, both partial  
dérivat ives were discontinuous at 
Mo (0, 0).

Note 2. As a rule, the elemen- 
tary functions are différentiable. 
Differentlabillty is violated only at 
certain points or along separate 
Unes.

435. The Tangent Plane and the 
Normal to a Surface

Définition 1. Through point 
M of the surface S (Fig. 434) 
draw (on the surface) Unes AA', BB', CC', 
hâve tangents TT', QQ' SS', . . .  . The WIltwJ
ali possible tangent Unes lie is called the tangent plane to 
the surface S at the point M (point of tangency).

___which at M
The plane P in which
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Example 1. Let the straight line MT be tangent to some 
spherical curve. Then MT is perpendicular to the radius, 
i.e. it lies in the P plane passing through point M perpen­
dicular to the radius. Hence, P is the tangent plane to the 
sphere.

Example 2. A conical surface does not hâve a tangent 
plane at the vertex K. Indeed, if we draw ail possible Unes 
through K, their tangents at the point K will not lie in one 
plane.

Note. The surface z —f (x , y) does not hâve a tangent plane at the 
point Af if and only if the function f (x, y) is not différentiable at 
that point. PJiysically realizable surfaces can lose the tangent plane 
only at  separate points (conical points) or afong certain lines (edges) 
(cf. Sec. 434,\Note 2).

Example 3. The function / (x , ^) = — +2x+j / +4,  redefmed by
the condition /(O, 0)=4. is not différentiable at the point x = 0 , y - 0 
(Sec. 434, Example). Accordingly, the surface

+2x+i/  + 4 (I)x* + y l

has no tangent plane at the point A (0, 0, 4). *>
Définition 2. The normal to surface S at the point M is 

the normal to the tangent plane drawn through M.
Example 4. The normal to a spherical surface at every 

point passes through the centre of the sphere.

436. The Equation of the Tangent Plane

1. The tangent plane to a surface z = f ( x ,  y) is given by 
the équation

Z—z = p ( X — x) +  q ( Y —y) (1)

where X, Y, Z are the current coordinates, and x, y, z are 
the coordinates of the point of tangency; p, q are the cor-
responding values of the partial dérivatives .

l > This surface is a cône (not circular) with vertex A. Indeed, 
any straight line'

y=ax, z- ^ TT& + a + 2 )  x  +  4 <2)

(a is a constant) passes through A and lies on surface (1), of which 
we convince ourse!ves by substltuting (2) into (1). The set of straight 
lines (2 ) forms a conical surface.
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Explanation. The plane (1) passes through the straight 
lineN

Z — z =  p (X —x), Y — y  =  0 (A)

which is évident from substitution into Eq. (1). The straight 
line (A) is a tangent to the section drawn through the point 
(*, y, z) parallel to the xz-plane (Sec. 426). In the sameway 
we see that the plane (1) passes through the tangent line to 
the section parallel to the zy-plane. Hence (Sec. 435), plane
(1) coïncides with the tangent plane (if the latter exists; 
cf. Sec. 435, Note).

Example 1. Find the équation of the tangent plane to
the hyperbolic paraboloid z =  -*-~^- at the point ^2a, a, -|-a^ .

Solution. We hâve —  =  - = 2 ,  — = — £■= — 1. Thedx a * dy a
équation of the desired tangent plane is

Z - 4 - a = 2 ( X - 2 a ) - ( Y —a)

or Z —2X — Y — |-o .
2. If a surface is given by an équation of the form 

F (x, y , z )= 0 , then the tangent plane will be represented 
by the équation

F'x ( X - x )  +  F y ( Y - y )  +  F z ( Z - z ) = 0 (2)

Eq. (1) is a spécial form of Eq. (2).
Example 2. Find the équation of the tangent plane to the 

ellipsoid
-fL+J'l+.ü i — oa* - r  b 2 ct 1 u (3)

at the point Af (x, y , z).
Solution. We hâve , f j , = 4 r . . The

required équation is

2£ - ( X - x )  +  ̂ - ( Y - y ) + % - ( Z - z )  =  <i (4)

or, cancelling 2 and taking into account the équation of the 
ellipsoid,

U L  _i_ _i_ IL— i —o
a» ‘ 6* ‘ c*
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Note. The équation of the tangent plane is most simply 
obtained from the équation of the given surface as follows: 
differentiate the given équation and in place of dx, dy, dz 
write X —x, Y —y, Z — z. Thus, differentiating Eq. (3), we get

2x dx , 2ydy  . 2z d z __~ .
û* "T" b1 C* “ U

Replacing the differentials dx, dy, dz by the différences 
X —x, Y —y, Z —z, we get Eq. (4).

437. The Equation of the Normal

The normal, to the surface F (x, y, z) = 0 at the point 
M (x, y, z) is given by the équations

X - x  Y - y  __ z —z /jv
f ' F* F* '  'x y z

(cf. Secs. 436 and 156). In particular, if the surface is given 
by the équation z ~ f ( x ,  y), then the équations of the nor­
mal, in the notations of Sec. 436, are of the form

y - y  _  z ~2 /o\
P q -  1

Example. The équations of the normal to the ellipsoid 
—|- - | i - | - ~ - = l  (cf. Sec. 436, Example 2) are

fl» (X - x ) ^ b2 ( Y - y )  __ c2 (Z - z ) 
x ~  y ~~ z

438. Différentiation of a Composite Functlon

A quantity a; is a composite function if it is regarded as 
a function of (auxiliary) variables x, y, . . . ,  which in turn 
dépend on one or several arguments u, v, . . .  (cf. Sec. 236).

Finding the total differential of a composite function does 
not require spécial rules (due to the invariance of the exp­
ression of a differential; Sec. 432). After the total differential 
has been found, the expressions for the partial dérivatives 
are obtained automatically (Sec. 433). The general form of 
these expressions is given in Sec. 440.

Example. Find the total differential and the partial déri­
vatives of the function

w —euv sin (u +u) 0 )
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If we represent w in the form ex sin y, where x =  uv and 
y =  u- |-u, then w will be a composite function of the argu­
ments u, v. The total differential is found in the same way, 
as if x and y were independent variables:

d w = e x sin ydx-\-ex cos y d y = e x (sin y d x -\-cos y dy) 
Substituting x = u v , y =  u-{-vf we get

d w = e uv [sin (u +  v) (v du +  u dv) +  cos (u +  v) (du -j-dv)] (2)

This is the total differential of the given function; its partial 
dérivatives are the coefficients of du, dv. Namely,

i^ = e « " '[Vs in (u + v )+ c o s (u + v )] , (3)

■$j£- = e av \u sin (u + o ) +  cos (u + f ) l  (4)

Note. In practical cases, no spécial désignations are intro- 
duced for auxiliary variables. In Example 1, it is usual to 
do as follows:
d w = d  [euv sin (u +  u)] =  sin (u +  u) deuv-\-euv d sin (u-j-u) =  

=  sin (u-j-i/) euv d (uv)-\-euv cos (a-j-u) d (u-\-v) 
Expanding expressions d(uv), d(u-\-v), we get (2).

439. Changlng from Rectangular to Polar 
Coordlnates

Let z = / ( jc, y) be a function of the rectangular coordi- 
nates xf y and suppose we know the values of the partial 
dérivatives fx, fy at the point M. Then the partial dériva­
tives in polar coordinates are lound from the for­
mulas

■ |t-=  f'x cos <p +  /j  sin qj, ^ = r ( f y cos cp— /i  sin q>) (1)

Explanation. Since x —r cos cp, j/ =  r sin (p (Sec. 73), then 
z is a composite function of r, <p. By the method of Sec. 438, 
we find

dz = f x d x +  fyd y =  f'xd (r cos cp) +  fyd (r sin cp) =
=  fx (cos <p dr — r sin <p dcp) -f  fy (sin <pdr +  r cos cp dep)

The dérivatives , -—- are the coefficients ol dr, dcp.
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Example. From the given values

fx(3, 4) =  7, fy(3, 4) =  2

find the values of -jp- , 4^- at the point (3, 4).
Solution. At the given point we hâve: r = Y 3 2-|-4 2 =  5 , 

cos<p = -|-, sin<p=-|- . From formulas (1) we obtain

dz
~dr 7 4 + 2 - 4 - = 5-8; -—- = 5  (2 -- | 7 4  )  =  22

440. Formulas for Derlvatlves of a Composite 
Functlon

Let w be a composite function of any number of argu­
ments u, v, / (Sec. 438) which is specified in terms of 
the auxiliary variables x, y , z (any number whatsoever).
Then

dw dw dx
+

dw ày dw dz
du "  dx du dy du dz du ’
dw dw dx

+
dw dy dw dz

~dv~ ~~~dx dv ~ W dv dz dv ’

dw dw dx
+

dw ày dw dz
Ü T ~ ~ ~ d 7 dt ~dÿ~ dt ~dz ~dt~

That is, the partial dérivative with respect to some argument 
is equal to the sum of the products of the partial dérivatives 
with respect to ail auxiliary variables by the dérivatives of 
these variables with respect to the corresponding argument.

Explanation. Formulas (1) are obtained from the expres­
sion for the total differential:

, dw , . dw . . . dw ,dw = -5 7 dx +  w d y + . . . + l r <U (2)

if we substitute

* ‘ =  - W d“ +  & do+ " - + W  dt
and similar expressions for dy..........dz (cf. Sec. 438).

(3)
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441. Total Dérivative

Let w be regarded as a function of the variables x, y , . . z:

w = f ( x , y , . . .  z) (1)
where x is the argument and the other variables dépend on 
x . 1) The dérivative of w, with respect to the argument x, 
taken with allowance made for this relationship, is called
the total dérivative and is denoted by in contrast to the

partial dérivative — ■ (Sec. 425). The total dérivative is 
expressed by the formula

d w _ _ dw  , dw dy  , . dw dz
dx  “  dx ~dx ' '  ‘ '  ^ ~ ~ d T 1 7  W

It is obtained from the expression of the total differential dw 
(by dividing by dx).

Example 1. Find the total dérivative of the function
w = x 3ey* where y is some function of x 

Solution.

dw= «X* d (x3) +  x*deX*= 3ey*x2dx+ x'W'd (y2) =
=  3ey*x2dx +  2 x?ey*ydy,
= 3ey1x2 +  2  x*yey*

Example 2. Find the total dérivative of the function
w=xy ' .

Solution. The rôle of the variable y is played here by 
the dérivative y' =  ^ .  By formula (2) we find

d w __ dw . dw d y ' __ , , d*y
dx ~~ dx  ■+" dy' dx X d x 2

We get the same expression by dividing the équation 

d w = y ' d x + x  d y ' = y '  dx-\-xy” dx 

term by term by dx.

This ls a spécial lorm of a composite function (Sec. 438) of
one argument u (tne variables y ...........z are dépendent on u in arbit-
rary fashion, and the variable x i s  connected with u by the equality 
x=u).
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442. Différentiation of an Impllclt Functlon 
of Several Variables

Rule 1. The équation
F (xt y, z) = 0 (1)

gives the variable z as an implicit function of the arguments 
x, y for certain conditions. l) In order to find the total diffé­
renciai of this function it is necessary to differentiate Eq. (1), 
that is, to equate to zéro the total differential of the left-hand 
side. The équation obtained has to be solved fôr dz; then we 
find the total differential of the function z. The coefficients 
of dx, dy yield corresponding partial dérivatives.

We proceed in exactly the same fashion for any number 
of arguments.

Example 1. Find the total differential and the partial 
dérivatives of the implicit function z (of the arguments x, y) 
given by the équation

x2 +  y2 +  z2 =  9 (2)
at the point x = l ,  y =  — 2, z =  — 2 .

Solution. Differentiating, we find
2x dx +  2y dy +  2z dz= 0

Solving this équation for dz, we obtain the total differential 
of the function z (at an arbitrary point):

dz  =  - ± d x - J L dy  (3)

At the given point (1, — 2, — 2) we hâve

dz=~Y i x —dy (4)

The coefficients of dx, dy yield the values of the partial 
dérivatives at the given point:

d* — J_ — _1 /ex
dx 2 * dy * ^

Check. Solving Eq. (2) for z, we get

z — — Y  9 —x2—y2 (6 )
(we take the minus sign before the radical because for x = \ .

i) Sce Note 1 below.
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y =  — 2 we hâve to hâve z =  — 2). From (6 ) we find
dz __ x dz   y
dx J / 'g -x » -  yi  * dy V 9 - x 2 - y 2

Substituting here the values j c = 1, y =  — 2, we again find (5).
Note 1. It is assumed in Rule 1 that the function F (x. y , z) is 

différentiable at some point M0 (x<>, y0, z0). which satisfies Eq. (1), 
and in a sufficiently small neighbourhood of it ( that is, at ail points 
of some sphere centred at M 0). Besides, it is assumed that the équa­
tion obtained by différentiation is uniquely solvable for dz (i.e. tha t  
the coefficient of dz is different from zéro). Under these conditions it 
may be asserted that:

(1) Eq. (1) does indeed specify z as an implicit  function of the 
arguments x, y\ it is defined in some circle centred at (x0, y0) and 
talces the value z0 for x  = x0, y —yQ\

(2 ) the function z is différentiable in the indicated circle and,  in 
particular, at the point (*„. </0)-

The foregoing conditions are fulfilled in Example 1. In the next 
example we conslder one of the great diversity of cases in which they 
are vlolated.

Example 2 . The équation

x3 + 8 i /«-z3 = 0 (7)

represents z as an implicit  function of the arguments x, y. Its expli- 
cit expression is

z= ^ / ^ 3 + 8y3 (8 )

In an attempt to apply Rule 1 to finding the total dlfferentlal of the 
function z at the point jc = 0, </ = 0, z=0 , we would get, from (7), the 
équation

3jc* dx + 24y* dy-3z*  dz=0 (9)

At the point x = 0 ,  y - 0, z=0 this équation does not admit  a unique 
solution for dz because it becomes an identity, 0 = 0. Thus, Rule 1 
does not make it possible for us to find ei ther  the total  differential 
or the partial  dérivatives of the function z at the point under consi­
dération. A supplementary investigation shows that the function z is 
not différentiable at this point (Sec. 434) but has par t ia l  dérivatives

^ - > 1. - £ -  = 2 »  dx dy l)

l) Indeed, putt ing y=0,  we get z= ^ / l t * - x  so that ^ =1;

putting *= 0, we get z =  j j / ' 8p  = 2y so that ^ - ^ - ^ x = o = 2 But the

expression A x+2à y  is not the total differential because the différence 
A z-  (Ax + 2Ay) = e

is not of higher order than p=V&x* + &y*. Thus, if the point (x , y) 
tends to the point (0 , 0 ), say along the bisector of the first quadrant.
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Rule 2 . The System of two équations
F\ (x, y , z, u) =  0, F2 (x, y, z, u, u )= 0  (10)

represents, under certain conditions, 11 the two variables u, 
v as implicit functions of the arguments x, y, z. In order 
to find the total differentials of these functions we hâve to 
differentiate Eqs. (10). The System of équations has to be 
solved for du, dv, and we then find the total differentials of 
the functions u, v. The coefficients of dx, dy, dz will yield 
the appropriàte partial dérivatives.

We procëed in th e  sam e fa sh io n  w hen th e  n u m b er of 
é q u a tio n s  in t h e  System  is g re a te r  th a n  tw o  (for an y  n u m b er 
of a rg u m e n ts ) .

Example 3. Find the total differentials and partial déri­
vatives of the implicit functions u, v given by the System 
of équations

x-\-y-\-u-\-v =  a, x2 -j- y2 - f  u2 +  u2 =  b2 (11)
Solution. Differentiating, we get

dx -f  dy +  du -f- dv =  0 , 
x dx-\-y dy-\-udu-\-v dv =  0  (12)

Solving the System (12) for du, dv, we get the total differen­
tials of the functions u, v:

£u _ ( v - x ) d x  + (u-y )  dy ^ _ ( u - x ) d x  + ( u - y ) dy

The coefficients of dx, dy give the partial dérivatives
d u __v - x  d u __ v - y  d v __u -  x d v __ u - y  . . . .
dx u - v  ' dy u - v  ’ dx v - u *  dy v - u  ' '

Note 2. It is assumed in Rule 2 that the functions 
Ft {x, y, 2 , u, u) = 0, Ft (x, y, z, u, v) = 0 are différentiable at some point 
M0(x0, yt , z0, u0, v0) and in a sufficiently close neighbourhood of it. 
Also, it is assumed that the System of équations obtained by diffé­
rentiation is uniquely solvable for du, dv (that is, that a déterminant 
made up of the coefficients of du, dv is different from zéro). Under 
these conditions, we can assert that:

£
then the ratio — has the value 

P

_e__ ] /  &x> + 8 Àt/a- (A *  + 2 A y) _  \ /  9 - 3
P V a x *+ Aya V~2

l.e. it does not tend to zéro.
*> See Note 2 below.
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(1) System (10) does indeed specify u, v  as Implicit functions of 
the arguments x ,  y , z; these functions are dehned In some sphere 
centred at (x0, y 0. z0) and take on values u 0, v 0 for x = x «, y - y a ,  z=z0;

(2) the functions u , v  are différentiable in the inaicated sphere 
and, in particular, at the point ( x 0, y 0, z 0).

443. Hlgher-Order Partial Dérivatives

Définition 1. The partial dérivatives of the functions

partial dérivatives) of the function z =  f (x , y).
The total number of second partial dérivatives is four.

The partial dérivative of ~  with respect to the argument x

is denoted by ~  , or ?■ ^  y) , or fXx (*, y)- The others are 
denoted in similar fashion, so we hâve

The second dérivatives (2) and (5) are called puret the second 
dérivatives (3) and (4) are called mixed.

Theorem 1. Mixed dérivatives of the second order (they 
differ as to the order of différentiation) are equal, provided 
they are continuous at the point under considération.

Example 1. Find the second partial dérivatives of the 
function z= jc3y2 +  2x2y — 6 . We hâve

The mixed dérivatives and are equal.
Note 1. By virtue of Theorem 1, the four partial dériva-

5 7  =  f'x{x,y). d̂ = f y ( x , y )  (I)O)
are called partial dérivatives of the second order (or second

(2)

(3)

(4)

(5)

£  =  3x*y* +  4xy, g = 2 * ’ y  +  2 * » .

5 7 « =  +  4y, ^ = 6 * ^  +  4*,
d*z 9 Ac­

tives of the second order reduce to three: d*z d*z d *2  

d x * ’ d x d y  ’ Hÿ*
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Définition 2 . Partial dérivatives of partial dérivatives ol 
the second order are called partial dérivatives of the third 
order (or third partial dérivatives) and are denoted by

f x x x ,  f y y y  (pure dérivatives), f"xxy, f x y x , f x y y ,  etc. (mixed 
• .  « .  v ô*z d*z d*z à*z .denvatives) or -rn , sr ï, s r i r r : ,  etc.d*z _____  _______

dx* ’ dy8 ' dx* dy ’ dx dy dx ’
Theorem 2 . Mixed dérivatives of the third order which 

differ only in the order of différentiation are equal (provided 
that they are continuons at the point under considération)

c  I à*2 d*zFor example. ^  =  5 7 5 ^ .
Example 2. The partial third-order dérivatives of the 

function z =  x*y2 -f- 2x2y —6  (cf. Example 1) are
d * z  ( d * 2 \  _  2  A .  (à*z \  _  n
dx* “  dx 'dx*' — ° y >  dy*~~ dy \dy*'  ~  U»dx*' 

d*z
d x * d y

d 3z
'* * + * •

à*z

) ~ è O ‘ wd x  d y  * d y  ' d x  d y  '  d x

Note 2. By virtue of Theorem 2, eight partial dérivati­
ves of the third order are reduced to four:

d*z  
dx* '

d*z 
dx* dy

d*z  
dx dy *

d*z
dy*

Note 3. We similarly define and dénoté the partial déri­
vatives of the fourth and higher orders of a function / (*, y) 
and also of functions of three and more arguments. In ail 
cases, theorems similar to 1 and 2  hold true.

444. Total Dlfferentl&ls of Higher Orders

Let us form the total incrément (Sec. 427) Az of the fun­
ction z =  / ( x, y); then, holding the same values Ax, Ay, let 
us form the total incrément A (Az) of the quantity Az (re- 
garding it as a function of x, y). We get the second diffé­
rence A*z of the function z.

Suppose A2z décomposés into a sum of two terms:
A%z =  (rAx2+  2s Ax Ay +  t Ay2) +  a  (1)

where r t s, t do not dépend either on Ax or Au, and a  is 
of higher order than p2 =  A* 2 +  Aya. Then the nrst term is 
called the second (total) differential of the function z and is 
denoted d2z.
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Example 1 . Consider the function z = x 3y2. We find 
Az =  (x +  Ax) 3 (y +  A y)2—x3y2,

A 2z =  (x +  2 Ax)3 (y +  2 A y )2—2 (x +  Ax)3 (y+ Ay)a -|- 
+  xsy2 =  (6xy2 Ax2 +  12 x2y Ax \ y  +  2X3 A y2) + a (2)

where a  is of higher order than p2. Now the first term of 
the sum (2) is of the form rAx2 +  2s Ax Ay +  / A(/2 and the 
quantifies r = 6xt/2, s = 6 x 2y, / = 2 x3 do not dépend either on 
Ax or on A .̂ Hence, the first term is the second differential 
of the function z = x zy2:

d2z =  6  xy2 Ax2 -j- 12x2y Ax Ay +  2X3 A y2 (3)
Theorem 1. The quantifies r, s, / in formula (1) are 

equal to the corresponding second partial dérivatives of the 
function z:

_ a »2 __a*z t — —
r  ’ S à x d y '  dy*

Example 2 . In the preceding example we had
c 9. d^x /% n  d^x j a  «  d^x

r= 6*ltt = â Z -  s= 6 x y = ï 7 T y  t =  2x3= W
Expression for the second differential. By Theorem 1 we 

hâve
=  +  (4)

Note. Since
Ax =  dx, A y =  dy

(Sec. 430, Note 1), then in place of (4) we ,can write
L>2 =  ̂ dx* +  l ^ dxdy +  £ dy* (6 )

In contrast to the corresponding expression for the first differen­
tial (cf. Sec. 432), formula (5) does not as a rule hold trüe if x and 
y  are not arguments (cf. footnote. Sec. 258).

Theorem 2. If we consider the differentials dx, dy as not 
depending either on x or y , then the second differential d*z 
is equal to the differential of the first differential dz (cf. 
Sec. 258, Theorem 2):

d[df(x,  </)]=d2/(* . y) (6 )
Example 3. Let z= x* y2. We hâve

dz= 3 x2y2 dx +  2x*y dy
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Differentiate once again, holding dx, dy flxed. We obtain 
d (dz) =  d (3x2y2) dx +  d (2 x3y) dy =  6xy2 dx2 +

+  12x2y dx dy +  2x3 dy2
This is the second total differential of the function x3y2 (see 
Example 1).

Total differentials of the third, fourth, etc. orders (d3z, 
d4z, etc.) are defined similarly and are expressed by the 
following formulas:

The numerical factors are equal to the corresponding bino­
mial coefficients.

Formulas (7). (8 ). etc. do not as a rule hold if x and y are not 
arguments.

The foregoing can be extended completely to functions 
of three and more variables.

445. The Technique of Repeated Différentiation

To find partial dérivatives of higher order it is conveni- 
ent first to find the total differential of the corresponding 
order.

Example. Find the partial dérivatives of the function 
z = x 3y2 up to third order inclusive.

Solution. First find the first differential dz:

then the second; to do this, differentiate (l) holding dx, dy 
constant:

(cf. Sec. 444, Example 3). Differentiating (2), we again hold 
dx, dy constant and obtain

d3z =  (6 y2 dx3 +  12xy dx2 dy) -j- (24xy dx2 dy +  \2x2 dx dy2) -\- 
+  6 xa dx dy2

dz =  3x3y2 dx +  2 x3y dy 0 )

d2z =  6 xy2 dx2 +  \2x2y dx dy +  2x3 dy2 (2)
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or
cPz =  6 y2 dx3 -f-3 12xy dx2 dy-{- 3 • 6 * 2 dx dy2 (3)

From the coefficients of the expressions (1), (2), and (3), and 
taking into account formulas (5) and (7), Sec. 444, we get

% = W .  | = 2*»</;

S =2jc3;
0 = 6 ÿ®, ^ = 12*ÿ, 3^ = 6 ^ . g = 0

446. Symbollsm of Dlfferentlals

As the order increases, the expressions for differentials 
become more complicated. To simplify matters, we introduce 
the following conventional symbolism for a kth order diffe- 
rential of a function z = f ( x ,  y):

This is to be understood as: first rai se the binomial
iïx^x ~^§ÿ dy the /sth power as if the symbols dx, dyt d de-
noted independent algebraic quantities. Then remove the 
brackets and affix to each symbol dk the factor z. Only then 
invest ail the symbols with their true meaning.

 ̂ z isdeciph- 
ered as follows: raising to the third power, weget

( ! > s+ 3 * * ) 2
Removing brackets, we find

^  =  +  dx^dy +  3 ^  dxdy' +  f ë d ?

[cf. (7), Sec. 444).
Note. For three, four and so forth arguments, the conven­

tional symbols are the same:» for example the notation

* u= ( h dx+% dy+k d* y u

/  d d
Example. The notation cPz =  dx-\- — dy
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signifies that
d* u = £ , d S + d£ dy* +  d£ 1dz* +  2 1̂ J x d y +

447. Taylor9s Formula for a Functlon 
of Several Arguments

For a function of one argument, Taylor’s formula (Sec. 271) 
may be written in the form

/ (x+*x ) = f  (*) +  - / '  (x) A x + ± f "  (X) AX*+ . . .  +
+ - r / (n’ w  A^n+ ^ Tj7 /(n+1'(jc+eAx) Axn+i (i)

where 0  is some positive number less than unity: 11

0  < 0  < 1 (2 )
Here the expressions / '  ( x)  A * ,  / "  (x) A * 2 , . . .  are differentials 
of order one, two, etc.

Taylor’s formula for a function of several variables2) is 
similarly constructed, only the differentials taken are total. 
Thus for two arguments for n =  2 we hâve 
f ( x + Ax, y + A y )  =

= /  (*. y) +  -j- If'x (x, y) Ax +  fy (x, y) Ay\ +

-U"xx(x, y) Ax3+2f"xy(x, y)AxAy+f"yy (*, y) Ay3] +  

+  - -  ll'xxx (x +  &Ax, y +  QAy) Ax3 +

+ 3  fxxy (x +  QAx, y +  QAy) Ax3 A y +
’ +  Zfxyy (x +  QAx, y +  QAy) Ax A y3 +

+  fÿÿy(x +  QAx, y +  QAy)Ay3) (3)

where 0  satisfies inequality (2 ).

o The number |  in (1), Sec. 271, lies between x and x+Ax; the- 
refore the différence \ - x  has the same sign as Ax, but is less in abso- 
lute value than Ax. Hence, the quotient (fc-x): Ax is some positive 
number 6  less than unity. From the équation ( ( -x ) :  Ax= 8  we find 
fc=x+0Ax.

*> The condition under which the formula holds is glven in the 
note below.
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The expressions in square brackets are (Sec. 444) total 
:rfferentials. In the last term, the partial dérivatives are 
:aken for intermediate values of the arguments. l)

Taylor’s formula for any number of terms is surveyable 
even for two arguments) only if we use the conventional 

symbolism of Sec. 446. Then it has the form

+ î 7 r n i ( i AA:+ i A ÿ ) n + , / ( J t + e A j c ' y + e A ! , )  (4)

A/(*. y ) = ~ d f ( x ,  y) +  -fîdtf(x, y) +  . . .  +  dnf (x, y) +

and similarly for a greater number of arguments.
Note. Taylor’s formula holds true provided the function 

I (x, y) possesses a total differential of the (u +  l)th order at 
ail points of a segment connecting points M (x , y) and 
Mi (* +  &x, y-\-hy).

Example. Let us verify formula (3) using the function

f(x,  y ) =x y*

for * =  y =  1, A *=0.1, A y=0.2. We get
(x +  Ax) ( y + A y)a= x y* +  [ya A*+ 2 xy  Ay ] +

+  Y I4  (y +  ©Ay) A* Ay +  2 (x +  0  A*) Aya]

Substituting the given values, we obtain the équation 
0.004=0.0120, whence 6  = - 5* ; thus, 0  indeed lies between 
zéro and unity.

•> The point M (x + GAx, y+GAy)  lies on a segment connecting 
points M (x, y) and M t (x+Ax,  y+Ay) .  The number 0  yields the ra t io

A/ (x. < / ) = - ( -  A* + y y Ay )  f (x, y) +

or

+  (ÏÏTTïïd',+1^(jc +  eAjf’ Jf +  0 Aif) (5)

MM: MM,
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448. The Extremum (Maximum or Minimum) 
of a F une t Ion of Several Arguments

Définition. A function / (x, y) has a maximum (minimum) 
at a point P0 (a, b) if at ail points sufficiently close to P0 
the value of f (x, y) is less than (more than) the value

f (a, b) (ci. Sec. 275).
Geometrically, above the po­

int P0 (Fig. 435) the surface 
z =  f (x , y) has a point M0 
which lies above (below) ail 
neighbouring points.

A necessary condition for an 
extremum. If the function f (x , y) 
has an extremum at a point 
P0 (a, b), then the total differen- 
tial at this point is either 

identically zéro or does not exist.
Note 1. The condition df (x, y) =  0 is équivalent to the 

System of two équations:

fx(x, y ) = 0 . /'„(*, ÿ) = 0

The équation fx  (x, y) = 0 taken separately is a necessary condi­
tion for an extremum when y is fixed (Sec. 276). Geometrically it 
means that  the section of a surface pa- 
rallel to the xz-plane has at the point Af0 
a tangent line parallel to the x-axis (cf.
Sec. 426). The équation f y  (x, y) = 0 has a 

similar meaning.

Geometrically, at the point M0 
lying above (below) ail neighbouring 
ones, the surface z =  f (x , y) either 
has a horizontal tangent plane (as in 
Fig. 435), or does not hâve any 
tangent plane at ail (as in Fig. 436).

Note 2. The définition of an extre­
mum and the necessary condition remain 
the same for any number of arguments.

449. Rule for Flndlng an Extremum

Let the function f (x, y) be différentiable in some région 
of its domain. In order to find ail its extrema in that région, 
we hâve to



FUNCTIONS OF S E V E R A L  VARIABLES 661

(1) Solve the System of équations

M * , y) =  0  fy(x , i/ ) = 0  (1)
The solution will yield critical points.

(2 ) Investigate, for every critical point P0 (a , b) whether 
:he sign of the différence

/(* . «  (2 ) 
remains unchanged or not for ail points (*, y) sufficiently 
:lose to P0. If the différence (2) préserves the positive sign, 
:hen at the point PQ we hâve a minimum, if the négative 
sign, then a maximum. If the différence (2) does not préser­
ve sign, then there is no extremum at the point P0.

In similar fashion we find the extrema of a function of a 
larger number of arguments.

Note. For two arguments, the investigation is sometimes 
simplified by the use of the sufficient condition of Sec. 450. 
For a larger number of arguments, this condition becomes 
complicated. Therefore, in practical applications one attempts 
to employ the spécial properties of the given function.

Example. Find the extrema of the function
f(x, y )=x*  +  yz—3 x y + \

Solution. (1) Equating to zéro the partial dérivatives 
fx =  3x2 — 3y, fy =  3y2 — 3x, we get the System of équations 

x2 — y = 0, y*—x = 0  (3)
It has two solutions:

*1 =  01= 0 , * 2 =  02=1 (4)
Let us investigate the sign of the différence (2) for each 

of the two critical points Px (0 , 0 ), P2 (l, l).
(2a) For the point P1 (0, 0) we hâve

f(x, y ) - f ( 0 ,  0)=x* +  y* - 3 x y  (5)
The différence (5) does not preserve sign, i.e. in any close 

neighbourhood of Pj there are points of two types: for some 
the différence (5) is positive, for others it is négative. Thus, 
if the point P (x, y) is taken on the straight line y = x ,  then
(5) is equal to 2x3 —3x2= x 2 (2x—3). Near Px ^for * < -|")
this différence is négative. But if point P (x, y) is taken on 
the straight line y = —x, then the différence (5) is equal to 3*2, 
and this quantity is always positive.
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Since the différence (5) does not preserve sign, there is no 
extremum at the point P1 (0, 0). The surface

z = x z -\-y* *—3xy-\~ 1

at the point (0 , 0 , I) is saddle-shaped (like a hyperbolic pa- 
raboloid).

(2 b) For the point P2 (U 1) we hâve
f ( x , y ) - f (  1 , \) =  x* +  y*-?>xy+\  (6 )

We shall prove that this différence préserves the plus sign 
in a sufficiently close neighbourhood of the point (1, l). Put

x = \ - \ - a ,  y =  1 + p  (7)
The différence (6 ) is transformed to

3 (a2 _ ap +  p2) +  (a» +  p3) (8)
The first term for ail nonzero values of a, P is positive

and more than n (a2 -}- P2). The second term may also be
négative, but if | et | and |p | are sufficiently small, then it is 
less than a 2 -|-p2 in absolute value. 2) Hence, the différence (8 ) 
is positive.

Thus, the given function has a minimum at the point (1, 1).

450. Sufficient Conditions for an Extremum 
(for the Case of Two Arguments)

Theorem 1. Let
Adx2 +  2Bdxdy +  Cdy2 (1)

be the second differential of the function / ( x, y) at its critical 
point (Sec. 449) P0 (a, b) (so that the numbers A , £, C give 
the values of the second dérivatives f Xx, f 'xy, fyy  at the point P0). 
Then, if the inequality

AC — B2 > 0 (2)

holds  ̂ the function / (x, y) has an extremum at P0: a maximum 
when A (or C) is négative, a minimum when A (or C) is 
positive.

*) We hâve the identity 3 ( a * -a P  + P, )= - | -  (a*+ + (a-0)* .
The quantity (a-0)*  is posit ive or zéro.

*) For | a |  <  1, |0 |  <  1 we hâve | a 3 |< a * ,  | 0 3| <0*.
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Note /. The numbers A and C always hâve the same signs, 
provided (2 ) holds.

Theorem 1 gives a sufficient condition for the existence of 
an extremum.

Example 1. The function f (x, y ) = x 3 +  ÿ*—3xy + 1 (cf. 
Example, Sec. 449) has an extremum at the point (1 , 1) be- 
cause the first dérivatives are zéro at this point and the second
dérivatives-—= 6x, — 3, ^ -  =  6 y hâve the values
,4= 6 , B =  —3, C =  6  so that the inequality (2) is satisfied. 
The extremum is a minimum because A  and C  are positive.

Theorem 2 . If at the critical point P0 (a, b) the inequality 
(in the notation of Theorem 1)

AC— B1 < 0 (3)

holds, then the function f (x, y) does not hâve an extremum 
at P0.

Theorem 2 yields a sufficient condition for the absence of 
an extremum.

Example 2 . The function f (x, y )=x* %xy-\-1
(cf. Example, Sec. 449) does not hâve an extremum at the 
point (0 , 0 ): although the first dérivatives vanish, we now hâve

so that
A = 0, B =  — 3, C = 0  

AC— B2= —9 < 0

Note 2. If the équation
AC—B* = 0  (4)

holds at a critical point, then the function can hâve an extre­
mum (maximum or minimum) there, but it may not hâve. 
This case requires more investigation.

451. Double Intégral1’

Let a function f (x, y) be continuous inside some domain 
D (Fig. 437) and on its boundary. We partition the domain 
D into n subdomains Dlt D2, . . . ,  Dn\ we dénoté their areas

() The concept of a double intégral is an extension oi the concept 
of a defini te intégral to the case of two arguments, lt is therefore 
advisable to reread Sec. 314.



664 H1GHER MATHEMATICS

by Agj, Ao2, ...» Ao,* *.1* Call the largest chord of each sub­
domain its diameter.

In each subdomain (in the interior or on the boundary) 
take a point [point P1 (xlt yx) in the subdomain Dlt point 
P2(x2, \h) in ^ e  subdomain D2, and so on]. Nowform the sum

Sn= f ( x  i, yx) AOi +  Z^a, y2) Ao2 +  . . .  4 7  (*«. yn) Aon (1) 
The following theorem holds true
Theorem. If as the number of subdomains Dly D2, . . . ,  Dn, . . .  

increases without bound, the largest of the diameters tends 
to zero,2) then the sum Sn tends to 
some limit, which is independent both 
of the manner in which the partitio- 
ning was done and of the choice of the 
points Plt P2, . . Pn•

Définition. The limit to which 
the sum (1) tends when the largest 

of the diameters of the subdomains tends to zéro is called 
the double intégral of the function f (x , y) over the domain D.

Notation:

J J f (x, y) do (2 )
D

Read: the double intégral of f (x, y) over D.
Alternative notation:

J J / (*, y) dx dy (3)
D

It follows from a rectangular partitioning of the domain D 
(Fig. 439) by a network of lines parallel to the coordinate 
axes [dx is the length of a cell (or subrectangle), dy is the 
width].

For the notation of a double intégral over a rectangular 
domain see Sec. 455.

F i g .  4 3 7

f) After the manner of using A x t, Ax .........Axn (Sec. 314) to dénoté
the lengths of the subintervals. The analogy is only superficlal, ho* 
wever, because Aoit Ao#. ... are not incréments in the argument. The 
quanti t ies AOi, Ao,, ... are always positive,  whereas Axt , Axt , ... may 
be négative as well (if the upper limit is less than the lower limit).

*) Here the areas of ail subaomains decrease indefinitely. However. 
the area of the figure can decrease indefinitely without its diameter 
tending to zéro (the width tends to zéro, but the length does not, cf. 
Fig. 438). The theorem becomes invalid if the subaomains are con- 
structed in that manner.



FUNCTIONS OF SEVERAL VARIABLES 665

Ternis. The domain D is called the domain of intégration, 
the function f (x, y) is the integrand (or integrand function),

Fig. 438 Fig. 439

the expression do is an element of area, the expression dxdy 
n the notation (3) is an element of area in rectangular coor- 

dînâtes.

452. Geometrlcal Interprétation 
•f a Double Intégral

Let a function f (x, y) take on only positive values in a 
domain D. Then the double intégral

$ $ / ( * .  y) ào
D

is numerically equal to the volume V of a vertical cylindrical 
solid (Fig. 440) constructed on base D and bounded from above 
by an appropriate patch of the sur­
face z =  f(x, y).

Explanation. Partition the cy- 
iindrical solid into vertical columns 
as shown in Fig. 440. A column 
with base

\ o x =  ABC E
has volume approximately equal to 
the prismatic column with the same 
base Ao1 and with altitude

. yù
Thus, the first term f (xlt y x) Aox 
of the sum Sn (Sec. 451) gives an approximate expression of 
the volume of a vertical column, whilc the whole sum Sn 
gives the whole volume V. The degree of accuracy increases 
with refinement of the subdomains. The limit of the sum
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Sn, that is, the intégral JJ  / (x, y) do yields the 
D

of the volume V.

exact value

453. Propertlas of a Double Intégral

Property 1. If a domain D is partitioned into two parts 
Dj and D2, then

/(JC, y )da= J J  f(x, y) / (x, y)da
O  D ,  £ > ,

(cf. Sec. 315, Item 2 ). Similarly for a subdivision of D into 
three, four and more parts.

Property 2 . The double intégral of the algebraic sum of 
a fixed number of functions is equal to the algebraic sum of 
the double intégrais taken for each term (cf. Sec. 315, Item 3); 
thus, for three terms:

^ J  •/(*• ÿ ) + <P(Jc, y) — '(>(■*• y)]ào==
D

— S S ^x' ^ da+ S S 9  (At- da~  S S ^ ^ da
D D D

Property 3. A constant factor may be taken outside the 
intégral sign (cf. Sec. 315, Item 4):

JJ mf (x, y) do =  m J J /  (x , y) do (m a constant).
D  D

454. Estlmatlng a Double intégral

Let m be the smallest and Al the greatest value of a fun- 
ction / (x, y) in a domain D and let S be the area of D. Then

mS <  J J /  (x, ^
D

Geometrically this means that the volume of a cylindrical 
solid is contained between the volumes of two cylinders ha- 
ving the same base; the altitude of the first is the smallest 
z-coordinate, the altitude of the second is the greatest z-coor- 
dinate (cf Sec. 318, Theorem 1).
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4S5. Computing a Double Intégral (Slmplest Case)

Let a domain D be given by the inequalities

a ^ x ^ b ,  c ^ y ^ d  (1)

It is depicted by the rectangle K LM N (Fig. 441). Then the 
double intégral is computed from one of the formulas

d b
^  / (*. y) àx dy =  J dy J / (x, y) dx, (2 )
D c a

b d
J J / t » .  y ) d x d y = j  dx  ̂f (x, y) dy (3)
D a c

The expressions in the right-hand members are called 
.terated intégrais.

b
Note. In formula (2) the definite intégral J /  (x, y)dx

a
is calculated first. During this intégration, y is regarded as

Fig. 442

a constant. But the resuit of the intégration is viewed as a 
function of y , and the second intégration (from c to d) is per* 
formed with respect to the argument y. In formula (3) the 
order of operations is reversed.

Explanation. The double, intégral f (x t y)dxdy  ex-
( KLMN)

presses the volume V ol the prismatic solid KM'  (Fig. 442)
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having the base KLM N :

v =   ̂J /  (*, y) dx dy (4)
D

The same volume is obtained from the variable area F of the 
longitudinal section PQRS (it dépends on the ordinate y =  Ou) 
by means of the formula (Sec. 336)

d
V =  J F (y) dy (5)

C

The area of PQRS  is given by
b b

F ( y ) = ^ z d x = ^ f  (x , y) dx (6 )
a a

Comparing (4), (5) and (6 ), we get (2 ). We obtain (3) in si- 
milar fashion.

Notations. The double intégral JJ / (x, y) dx dy taken over
D

a rectangle whose sides are parallel to the x- and y-axes, is 
denoted by

d b
J J /  (*. u)dx dy
c a 
b d
J  J  f (*. y) dy a*

(7)

(the outer intégral signs correspond to the outer differentials).
2 4

Example 1 . Compute the double intégral J  ̂ •
l 3 {X+y)

Solution. The domain of intégration is defined by the 
inequalities

3 < x < 4 ,  1< i/ < 2
and is a rectangle with sides parallel to the x- and y-axes.

4

First compute the definite intégral J where y is held
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constant:

dx 1 I
J (j*+y)1 y + 3 y + 4
3

Then from formula (2) we obtain

C (  ' ------ L  )  dj/=ln  §1*0.0408J J (* + !/)’ J \ y  + 3 y+ 4 /  y 24
1 3 1

Example 2 . Corn pute the double intégral
3 5

/  =  J J (5x2y — 2y*) dx dy 
1 2

Solution. From formula (3) we find
3 5 3

/ =  $ dy $ (5jcat/—2ya) dx =  J (195y-6ys) dy= 660 
1 2 1

Example 3. A rectangular parallelepiped KM1 (Fig. 443) 
is eut from above by a paraboloid of révolution with para- 
meter p. The vertex of the parabo­
loid coincides with the centre C of 
the upper base, the axis is vertical.
Détermine the volume V of the 
resulting solid if the sides of its 
base are

KL-=a , K N = b
and altitude

OC=h
Solution. Choose a coordinate 

System OXYZ , as indicated in Fig.
443. The équation of the paraboloid 
will be

z =  h - x* +  y *
2 P (8)

The required volume is equal to the 
double intégral JJ zdxdy over 

(K L M N )

the rectangular area
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KLMN,  or
a b

v=  J 5 (9)
_ a _  b_
~  2 2

In place of this intégral we can take a quadrupled intégral 
over the région OAMB (due to the symmetry of the solid 
about the xz- and i/z-planes), i. e.

a b

V= = 4 S S ( k - ' ^ d y d x  
0 0

We sucee§sively find
a

0
a

=  4 f  ( T - % - £ - p ) à x = ° b h - g - ( a * + b * )
0

456. Computing a Double Intégral (General Caee)

1. If the contour of the domain D meets, at no more than 
two points (Mlt M2 in Fig. 444), every vertical line inter- 
secting it, then D is given by the inequalities

<Pi (*) <  i / <  qp2 (*) 0 )

[a, b are the extreme abscissasof the domain, <p2 (x) and q>2 (x) 
are functions expressing the ordinates of the lower and upper 
boundary lines AMxBlt AM2B2\.

In this case the double intégral is computed from the 
formula

b <pt ( x)

55 /(*■ y ) d° = § dx 5 y)dy
O a çp» {x)

(2)
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2. If the contour of the domain meets, at no more than 
:wo points, every horizontal straight line intersecting it, we 
inalogously hâve (in the notation of Fig. 445)

d \p* (y)
^  /(*• y ) d o = ^ d y  J l ( x , y ) d x  (3)

D  c >jpl (y )

Note. If the contour does not fit either of the foregoing 
cas es, then the domain D is partitioned into several parts

(Dlf D2, D9 in Fig. 446) so that formula (2) or (3) can be 
applied to each part.

Example 1. Find the intégral / =  J  ̂ (y2 +  x) dx dy if the
D

domain D is bounded by the parabolas y = x 2, y2= x  (Fig. 447; 
the contour fits both cases 1 and 2 ).

First solution. Apply (2); put a =  0, b =  1, cp1 (jc)=jc2» 
<p, (j<) =  Y  x. This yields

I V~x

J J (y2 +  x) dx dy =   ̂ dx J (y2 +  x) dy 
D  u x 9

V~x

We compute the intégral J {y2-j-x)dy treating x as a con- 
x*
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stant:

(  (y* +  x ) à y = [ T + xy~\yy=x, =  ( t * 2 + * 2 ) ~  

- ( t jc* + xS)
The resulting expression is then integrated with respect tox; 
this gives

1 / 3

=  S v 4 - x 2 - T A:#- Jc3) dj:= ^

Second solution. We apply formula (3), putting c = 0 , d =  1, 
ty1 (y) =  y2, (y) =  Y  y • We successively obtain

0  y *  0

Example 2. Find the volume V of a “cylindrical hoof” 
(the solid ACDB in Fig. 448) eut from a semicylinder by the 
plane ABC drawn through the diameter AC of the base. 
Given: radius of base R =  OA and altitude of hoof D B = h .

Solution. Choose a System of coordinates as indicated in 
Fig. 448 (then the contour fits both cases, 1 and 2). The
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•quation of the plane ABC will be 2 =  Wehave V =

=  SS
(ADC)
First method. Put, in (2), Fig. 448, 

a = - R ,  b = R ,  <p,(*)=0. <p, (x) =  V R * —x*(=KL)  
We obtain

+ R KRTTJi

v=  s  S ^ ydy
- R  0

Performing the intégration with respect to y , we hâve 

VR* -jr*

S 4 - s ' dJ ' = À < * , - * î >
This expression gives the area F of the section KLM 
( F = ± K L X L M , where K L = V R * —x* and LM is found

from the siniilarity of the triangles 
KLM, ODB ^.We finally hâve

R
l / =  J £ . ( R > - x * ) d x = l . R * h  

- R

Thus, the cylindrical hoof is equal 
to twice the volume of the pyramid 
BACD."

Second method. In formula (3), 
Fig. 449, put c =  0 , d =  R, ^ l (y) =
= -  / R*—y*( — NL), tfJ(ÿ) =  'KR*—y1(=NP). We obtain

R y  R * -y*

v = l dy S 4 - ydj t
0 Rt-y%

) Thls resuit was found by Arcbimedes.
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The first intégration yields
V R*-y*J JL.ydx = 2 ± . y V W ^

- V  R 2- y 1

This expression is the area S of the section PLMR.  We finally 
get

R
V =   ̂ 2 - -  /  R2—y2 y d y = ~  R2h 

0

457. Point Functlon

Let there be given a set of points (say the set of points 
of a given segment, of a patch of surface, or of a solid). If 
each point P of this set is associated with a definite value 
of a quantity z (scalar or vector), then the quantity is called 
the function of the point P. The given point set is termed 
the domain of the function.

Notation: z — f(P).
Example 1. The température of a gas in a vessel is a point 

function; the domain of the function is the set of points lying 
within the vessel.

Example 2 . The annual amount of précipitation is a point 
function on the earth’s surface.

If the given point set is referred to some coordinate System, 
then the point function becomes a function of the coordinates. 
The aspect of the latter dépends on the choice of the coordinate 
System.

Example 3. The distance of point P from a fixed point 0  
is a function f (P) of the point P. If we take a rectangular 
System of coôrdinates with origin at O, then f (P) =  
=  V x 2 +  y2 +  z2- However, if the origin is chosen at some 
other point, then f ( P ) = Y ( x —à)2 +  (y—b)2-\-(z—c)a, where 
a, b, c are the coordinates of the point O.

Example 4. The integrand / (x, y) of the double intégral
f (x, y) do is a function of the point P (x, y), and for this

reason the intégral \ \ f (x, y) do (* n JJ
SS f(P) ào. U

is written in the lorm
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Gê. Expressing a Double intégral 
a Peter Coordlnates

The double intégral J J /  (P) do is expressed in the polar
D

mcdinates of a point P by the formula

<p)rdr<f<p (1)
D  D

Here, F (r, <p) is that function of the coordinates r, <p 
*.-:ch represents the given fun- 
* :n f (P) of the point P. The 

tïrression r dr d<\p is called the 
‘^nerit of area in polar coor- 

It is équivalent to the 
of the quadrangle ABCD 

F g 450, where AD «  (MA<p =
= ' dqp and AB =  DC =  dr).

Intégral (1) is expressed by 
i.“ iterated intégral (Sec. 455) 
ls ii r and q> were rectangular 
roordinates [for the integrand 
- tr. <p) r].

If the pôle is exterior to 
contour and each polar ray 

jctersecting the contour meets it at most twice (Fig. 450), then
<P* ' *

 ̂J F (r, <p) r dr dcp =   ̂ dtp  ̂ F (r, <p) r dr (2)
D <pt r j

Here, <px =  £  XOK, <p2 =  Z XOL and rx and r2 are functions 
:: <p which represent the boundary arcs FGE, FHE. In parti- 
rjlar, these functions (one or both) can be constant (Fig. 451).

If the pôle is interior to the contour (Fig. 452) and each 
rolar ray meets the contour once, then in formula (2 ) we hâve 

put ^  =  0 , cp^O, <p2 =  2 jt; but if the pôle lies on the 
contour, then ^ = 0 ,  q>i =  £ X O A ,  <p2=  L XOB (Fig. 453).

If every circle with centre at the pôle intersects the con- 
:our at most twice (Fig. 450), then

ri <P*
J J F (r, (p) r dr d<p =  J r dr J F (r, (p) d<p 
D r x <p

Fig. 450

(3)
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Here r1 =  OG, r2 =  OH and <plt <p2 are fonctions of r repre- 
senting the boundary arcs GEHt GF H.

Fig. 452

Example 1. Find the double intégral

7 =  J J r sin <pdo (4)
D

if the domain D is a semicircle of diameter a (depicted in 
Fig. 454).

Solution. For the points M of the semicircle AKO we hâve 
(Sec. 7 \ t Example 2): r = a  cos <p. Apply formula (2), setting
rl==0f rt = a  cos <p, <Pi=0, 9 * = - -  ; we get

2  a  c o s  (p

JJrs i n<prf a=^ d<p J r2sin<pd/' =
D o o
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JL JL
2 a  cos <p 2

=  Jsincpd<p J r%d r = ^  sin <p d<p - * c°s* <p= j^  
o o o

Note 1. In order to express intégral (4) in rectangular 
rordinates, we hâve to put

rsinq) =  ,̂ d a = d x d y

Taking into account that the équation ot the semicircle 
J.KO is y2 =  ax—x2, we get

a V a x - x *

/ = SS y d x d y =  J y dy = T 2
D o o

Note 2. Intégral (4) gives the volume of a cylindrical hoof 
zi. Sec. 456, Exarrple 2 ) whose altitude is equal to the ra- 

iius of the base.
Example 2. Compute the intégral

+ a V a* -  x*

/ =  J  ̂ V a 2— x2—y2dxdy
- a  - V a * -  x*

Solution. Domain D is a circle of radius a with centre at 
point (0 , 0 ) (the intégral /  expresses the volume of a hemis- 
phere of radius a). Computation in rectangular coordinates 
is cumbersome. Let us pass to polar coordinates. For the pôle 
take the centre of the circle, i.e. the coordinate origin. The 
integrand will become V à 2—r2, and we get

y^a2 —r2 d o =  J J y^a2 —r* r drd<p 
o  D

Applying (2), we find
s u  a  s j i

/  =  J dtp  ̂ V a 2 — r 2 r  d r = ^  ~  dq> =  Jias 
o o  o

Example 3. Find the volume V of a solid eut out of a 
hemisphere of radius a (Fig. 455) by a cylindrical surface 
whose diameter is equal to the radius of the sphere, and one
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of the génératrices coïncides with the axis of the hemisphere 
(solid of Viviani).l)

Solution. Place the axes as in Fig. 455. The sought-for 
volume is expressed by the intégral

/ = ^ z d o = ^  Y  a*— y*dxdy

Computation in rectangular coordinates is involved. Let 
us take polar coordinates with pôle at the centre O of the 
hemisphere (cf. Examples 1, 2 ); we get

+—
2 a cos <p

/ =  J dtp J V V —r2 rd /-=
JT 0

~ 2
JT

Sa* (  1 -  sin* <p) , 2 «  /  JT 2 \-------3— »>d<p=T a * ( T - T )

0

459. The Area of a Plece of Surface

Let there be some piece K'L'M'  (Fig. 456) of surface 5  
which is projected on the domain D of the xy-plane (KLM in 
Fig. 456); only one point N ' of the piece is projected on 
each point N of domain D.

‘i Vincenzo Vivian! (1622-1703), mathematiclan and archltect,  
pupll of Galileo*. Vivian! used the contour of the upper base for 
Windows Jn a spherical dôme.
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Then the area F of the piece K'L'M' is expressed x) by 
*e double intégral

f  =  (l)
D

Ô2  j dzv-ere p = - 5 7  and q = .
Explanation. Let y  be the angle between the tangent 

: ane P at the point N' and thexy-plane. Then (Secs. 127, 436)
: s V =  —  1 - A  cy l in d r ic a l

V \ + p * + q *  
x_:face having as base the ele- 
r.ent Ao (ABCD in Fig. 456)
:-ts off of plane P a piece 
KB'C'D' the area of which
5 1 +P* +  q* Ao. The

-:ea of the element abcd (of 
surface S)  which is projected 
:n the element ABCD is appro- 
x mately equal to the area of 
:ne piece A'B'C'D', so that 
:ne sum of the areas of the 
pièces A'B'C'D' yields 2) F in 
:he limit:

F=lim  { V 1 +  PÎ +  9 Î Ao, +  . .

'A hence (Sec. 451) formula (1).
Example. Find the area of the upper base of a Vivian! 

solid (Sec. 458, Example 3).
Solution. We hâve

V'a1- * * -  y* ’
dz
dy V a * ■4/*

/ l + P * + V * = V a%- x * -  y*

*) It is assumed that the surface has a tangent plane at every 
point of the patch under considération, also that the tangent plane 
:s continuously varying (i.e. the angle between the two tangent planes 
is infinitésimal together with the distance between the points of  
tangency).

*) See Note 1 beiow.
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The required area is

f  =  5 J ^ î + F + 7 - * = S S ^ =
D D

The domain D is bounded by the circle

x%-\-y2—ox= 0

Expressing the double intégral in terms of polar coorclinates 
(Sec. 458), we get

.. *
*2" accstp

M * *  s m ? .
n o

~ 2

Performing the integratio i, we find

f = 2 o*(-j[— l )

Note /. We assumed that the sum of the areas A'B'C'D' 
gives, in the limit, the area F. This property (which is in 
agreement with the graphical conceptions of practical expé­
rience) is frequently taken as a définition, which is stated as 
follows:

Définition. The piece of surface under considération is 
partitioned into abcd; in each part we choose a point Nf. 
Through the points N' draw tangent planes and project abcd 
on the corresponding tangent plane P by straight Unes parai- 
lel to OZ. The area of the piece is the limit to which the 
sum of the areas of the projections tends as the partition 
is refined indefinitely.

The conditions indicated in Footnotc 1 on page 679 ensure the 
existence of this limit.

Note 2. Given such a définition, it is necessary not only 
to establish the presence of a limit but also to prove its 
independence of the choice of coordinate System. This latter 
problem disappears if we change the définition; namely, if 
we project abcd on the P plane in a direction perpendicular 
to P. But then the dérivation of formula (1) becomes in vol ved.

=2a S dç s r d '

V a * - r »
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460. Triple Intégral

Définition. n Let the function f (x, y, z) of the point 
P (x, y, z) be continuous within a spatial domain D and on 
its boundarv. Partition D into n parts; let Avlt Auit . . Avn 
be their volumes. Take a point in each part and form the sum

s„=f  (JC,, y t , Zi) At», +  ( (xt , yt , zt ) Aü, +  • - •
• • •+/(*«. yn. *n)Ai>„ (1)

The limit to which Sn tends when the largest of the dia- 
meters of the subdomains tends to zéro,a) is called the triple  
intégral of the function f (x, y , z) ooer the domain D. 

Notations:

\ J J /  (*. y. z) dv, or J J J /  (P) do, or J J J / (x , y, z) dx dy dz
* D  D  D

The expression d x d yd z  in the last notation is called the 
element of volume in rectangular coordinates.

Physical interprétation. Let D be the space occupied by 
a physical solid, and f (P) the density of the solia at the 
point P (x, y , z): Then the sum (1) gives an approximate 
value of the mass Af of the solid D and the triple intégral
\ ^ f ( P ) d v  yields its exact value.
* D

The properties of a triple intégral are the same as those 
of a double intégral (Sec 453).

461. Computing a Tri oie Intégral (Slmplest Case)

Let a spatial domain D be specified by the inequalities

a < x < b ,  e < z < /  ( 1)

i.e. let it be depicted by a parallelepiped, the edges of which 
are parailel to the coordinate axes. Then the triple intégral 
is computed from the formula

/  d b

5 5 $ f (z. y. z) dx dy dz =  j dz J dy J f (x, y, z) dx (2)
D e  c a

»> It is slm ilar to the définition of the double integra! (Sec. 451). 
•> A theorem holds here th a t is sim ilar to the theorem of Sec. 4SI.
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or a similar one (the arguments xt y , z can be interchanged) 
(cf. Sec. 455).

The expression on the right side of (2 ) is called an itéra- 
ted intégral.

A triple intégral taken over a parailelepiped whose edges 
are parallel to the coordinate axes is also denoted by

f d b b d f
J J J / (*. V, z) àx dydz,  J J J /  (x. y, z) dz dy dx
e c a a c e

and so forth (the outer intégral sign corresponds to the outer 
differential, the inner sign to the inner dinerential).

Example. Find the intégral

1 4  3

/ = S 5  S ( x + y + z ) d x d y d z
0 3 0

Solution.
1 4  3

/==$ dz (x + y + z) dx=
0 2 0

= i d z $ d* [ T +<*+*> *]*= *»=
0 2

1 4

0 2

Further calculations are as in Sec. 455. We obtain 7= 30 .

462. Computing a Triple Intégral (General Case)

The given spatial région is partitioned, if necessary, into 
parts (cf. Sec. 456) so that the “horizontal” projection D 
(Fig. 457) of each part of D is a plane région of the simplest 
kind (Sec. 456, Items 1 and 2) and so that each “vertical” 
straight line meeting the boundary of the domain D has at 
oost two common points with it (Mlt Mz in Fig. 457).
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The triple intégral taken over every subdomain of D is 
reduced to a double intégral by the formula

z* u . y)

(X, y, z )dxdydz  =  ^ d x d y  J j ( x , y , z ) d z  (1)
D D zx (x, y)

where the functions zx (*, y) and z2 (x, y) are the z-coordinates 
QMj and QM2. The quantifies x and y are held constant 
during computation of the intégral

ZlJ /  (*. y. *) dz
Z|

The resuit of the computation is regarded as a function of 
the arguments x, y.

After intégration with respect to the ^yariable z is per- 
formed, the right side of (1) becomes a double intégral, which 
is calculated as in Sec. 456. Thus the triple intégral is reduced 
to an itérated intégral:

J J  J /  (•*. y, z) dxdydz =
D

y , (x) i» (x , y)
=  ^dx  J dy J f (x, y, z) dz (2 )

a yt (X) z t (x. y)

Here the functions yx (x) and y2 (jc) are the ordinates PNXt PN2. 
Example. Find the integra! extended over

a hemisphere of radius R (Fig 458).
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The intégral / expresses the static moment of the hemisphere 
with respect to the plane of the base (the density p. of the hemisphere 
is taken as unity).

Solution. It is not necessary to partition the domain. The 
domain D is the circle

x2 +  y2< ;R 2

so that a — — R, b = R , y x (*) =  — V R2—x2, y% (x) =  
=  Y  R2 —x*. The z-coordinates of the lower and upper bounda- 
riesof the hemisphere are zx (x , y)=  0 , z2 (x, y ) = Y R 2—x2 — y2* 
Using formula (2 ), we find

V R t - x * - y t

( dx Ç dy S z dz  =
J J

- R  - V r * - x* 0

R V r * - x *

- j *  s - X̂ d y
-R

The computation is then continued as in the examples of 
Sec. 456. We obtain

R _̂ u=Vr *-x*

=-§- j  ( /? * -* * )2 d* = T *  [ t  * (* * -* * > 2 +
-R

+  ±  R*x (R * - x * )*  +  ■§.*« a r c s in ^ ] ^ = 5 ^ ‘

Note. The mass of a hemisphere (for p = i )  is numerically equal to
tts volume ~ -n r* . The quotient R  is the altitude of the
centre of gravity above the plane of the base. Hence, the centre of 
gravity divîdes the altitude of the hemisphere in the ratio 5:3.
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463. C yllndrla l Coor dînâtes

The position of a point P (Fig. 459) in space may be deter- 
mined by its z-coordinate

z =  QP

and by the polar coordinates

r=O Q , <p=^XOQ

of its projection Q on the 
xy-plane. The quantities r% <p, z 
are called the cylindrical co- 
ordinates of the point P. The 
rectangular and cylindrical co­
ord ina tes of the point P (if the 
origin O coïncides with the 
pôle and the jc-axis with the 
polar axis) are connected by the 
relations

x — r cos q), y = r  sin <p

(the z-coordinates are the same in both Systems).

464. Expressing a Triple Intégral 
In Cylindrical Coordlnates

A triple intégral J  J  J  /  (P) dv is expressed
D

coord ina tes of the point P by the formula

in cylindrical

5 5 5 HP)  4»=  5 5 5 F ('. <P, i ) r d r d y d z  (1)
D D

Here, F (r, (p, z) is the function of cylindrical coordinates 
which represents the function f (P) of point P. The expression 
r d r d y d z  is called the element of volume in cylindrical coor­
dinates. It is équivalent to the volume of the solid PS  
(Fig. 459) where P A = d z t P B = d r t PC=rd<\p.



The intégral (1) is expressed in ternis of an iterated 
intégral as if r, 9 , z were rectangular coordinates for the 
integrand F (r, (p, z)r.

Example. Using cylindrical coordinates, compute the inté­
gral found in the example of Sec. 462. We hâve
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R  V r * - x *  2ji 
l = ^ ^ z r d r d y d z = ^ d z  J dr ^ z r d y  

JD J 0 0 0

We obtain successively

R v  K*-z* R

(2)

/  =  2 j i Jdz  J z r d r = 2 n  J zdz  
o o  o

R
=  ji J (/?*—zs)z < k = — ■

fl-yV R' -Z» 

0

(3)

465. Spherlcal Coordinates

The position of a point P in space (Fig. 460) may be 
defined b y the following three quantifies: the distance

p =  OP
from the point O, the angle

Q =  £ Z O P
between the rays OZ and OP, and the 
angle

(p =  £ X O N
between the half-planes ZOX and 
ZOP. The quantities p, 0 , 9  are cal- 
led the spherical or polar coordinates 
of the point P. The rectangular and 
spherical coordinates (if the basic 
planes of both Systems coincide) are 
connected by the relations

x = p s in  0 cos 9 , y = p s in 0 s in 9 , z = p  cos 0
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4»6. Expressing a Triple Intégral 
•  Spherlcal Coordlnates

The triple intégral f i^)^v ls expressed in spherical 
D

roordinates of the point P by the formula

55J  f (P )* * ,=  5 J J  f  (p, 6 , «pJpM psinededq. (1)

Here, F(p, 8 , <p) is that function of spherical coordinates 
»1iich is the function f (P) of the point P. The expression 
c* dp sin 0 d0 dq) is called the element of volume in spherical 
:x>rdinates. It is équivalent to the volume of the solid 1} PS

(Fig. 461) in which BA =  dp, PB =  OP dS =  p <48, PC =  
=  EP dq> =  p sin 0  d<p. The factor p2 sin 0  dB dy PC PB) 
in the expression of the element dv is équivalent to the area 
of the spherical figure PCDB. The factor sin 0d0d<p is équi­
valent to the solid angle at which the rectangle PCDB is 
seen from the centre.2)

*> This solid ls bounded by two spherical surfaces (with radii r 
and r+dr ), by two planes passing through the 2-axis, and by two 
conical surfaces whose axes coincide with the 2-axis.

*) A solid angle is a portion of space contained inside a cavity of 
some conical surface (with élosed diréctrix). For a measure of a solid 
angle we take the rat io of the area eut out by the soüd angle in a 
sphere (with centre at the vertex of the solid angle) to the square of 
tne radius of the sphere.
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Example. Find the integra! / = $ $ $ r 2 d v  where the fun-
D

ction f(P) =  r2 of point P is the square of its distance from 
the z-axis (KP in Fig. 462), and the domain D is the solid 
bounded from below by a cône (whose altitude OC is equal 
to the radius of the base CA =  R) and above by a hemisphere 
of radius R.

The Intégral /  expresses the moment of inertia of the solid D  about 
its a-axis (Sec. 468).

Solution, Let us introducethe spherical coordinates p —OP, 
0 = / £ O P ,  q > = £ A C N  =  £ L K P .  Since r = t f P  = p s i n 0 , 
the dësired Intégral is of the form

/ =  J J J p* sina 0  d o =  J J J P4 sin3 6  d0 d<p 
D  D.

First let us integrate with respect to the argument q> (the 
limits of intégration will be zéro and 2j i ), then with respect 
to the argument p (the limits will be Pi= 0  and p2 = O f> =  
=  O £ c o s 0 ) and, finally, with respect to the argument 0

^the limits will be 0x=O  and 0 a= Z  £ 0 4  =  ̂ .  We obtain

n
4 2 R  cos 6

/ = 2 n J d9  
0 0

p4 sin3 0  d p =

n

o g . o ^  32 R5 cos* 0
=  2 j i  \ sin8 0  d0 -------g------=

0

64jtR»
s

n
4

S
0

cos6 0  (1 —cosa 0 ) d  (— cos 0 ) = ^  jiP6

467. Scheme for Applylng Double 
and Triple Intégrais

Multifarious geometrical and physical quantifies can be 
expressed by double or triple intégrais, depending on wheth- 
er they refer to a surface (plane or curved) or to a
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solid. 1 * The scheme is the sarne as for quantifies expressed by 
means of ordinary (single) intégrais, namely (cf. Sec 334):

(1) The desired quantity U is associated with some domain 
D (of a surface or space)

(2) The domain D is partitioned into subdomains Ao* 
(or Au*); their number will subsequently tend to infinity and 
their diameters will tend to zéro.

Let the sought-for quantity U be subdivided into parts 
ut, ut , unf the sum of which yields U. a)

(3) One of the parts uv  u2, . . .  is taken as a représentative 
and Is expressed by an approximate formula of tne type

"* «  / ( p k )  Ao*
[or uk w / (P*)

The error must be of higher order than A a* (or than Ao )̂.
(4) From the approximate équation we obtain the follow- 

ing exact équation:

l/ =  $ $ /(P )d o
D

[°r =
D

An example is the computation of the moment of inertfa 
(Sec. 468).

468. Moment of Inertla

The kinetic energy T of a body rotating on an axis AB 
is proportional (for the given position of the axis with res­
pect to the body) to the square of the angular velocity œ:

T = - (1)

The doubled coefficient of proportionality, that is the quan­
tity / , is called the moment of inertia of the body about 
the axis AB. If the body consists of n mass points with

(J Quantities which refer to a Une are expressed by ordinary 
intégrais.

•> Quantities possessing tbis property are termed additlve 
(see fine print on p. 401).
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masses ml% m2, . . . .  mn distant from the axis rlt r2, . . . ,  rn, 
then liie moment of inertia is expressed by the formula

/ =  m1ri +  m2/'2 + . . .  -\-tnnr\  (2 )
The expression of the moment of inertia of a solid body 

is obtained from (2 ) by applying the scheme of Sec. 467,
namely:

(1) The moment of inertia /  is associated with the domain 
D occupied by the body.

(2) The domain D is subdivided into parts Dlt D2t
and /  is decomposed into the parts 7lt / 2, the sum
of which yields /.

(3) Assume that in particle Dk the density p* is everywhere 
c,jch as in one of its points Pk. We obtain the approximate 
équation

mk «  \ik At»* (3)
and the moment of inertia l k is expressed by the approximate 
formula

lk w Au* (4)
(4) From the approximate équation (4) we obtain the 

exact équation

*rido (5)
D

See Example in Sec. 466.
If the axis AB is taken as the z-coordinate, then (5) 

takes the form

/ = = $ $ S  ! * ( * >  y< * ) W + y t)dxdydz  ( 6 )
D

If the given body is a lamina whose plane is perpendi- 
c u la r  to t he  ax i s  A B ,  t hen  in place of the triple intégral (6 ) 
we get the double intégral

/ =  S  S  ^  ^  (x*+y*)d*dy (7)
D

where p (x, y) is the surface density of the lamina.
If the given body is a rectilinear rod intersecting the 

axis AB at right angles, then by bringing it to coincidence 
with the x-axis (we will then hâve y = 0 ), we get, in place
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Df the triple intégral (6 ) the ordinary intégral
b

I = ^ ( x ) x * d x  (8 )
a

where p,(x) is the linear density of the rod.
Note. The moment of inertia of a geometrical body is the 

moment of inertia of a material body occupying the same 
space and having everywhere density equal to unity. 

Formulas (6 ), (7), (8 ) take the form

/ = $ $ $ ( * » +y*)d*<iy<fe, (6 a)
D

l = W ( x * + y * ) d x d y ,  (7a)
D

/ = J  (8 a)

471. Line Intégrais

Let there be given a function P (xt y) that is continuous 
in some domain of the number plane XOY . Let us take in 
that domain some curve1) with initial point at A (Figs. 
463, 464) and terminal point at B (the initial and terminal 
points can coincide).

Partition AB (Fig. 463) into n subarcs AAlt AXA2, . . . »  
An- XB and for the sake of uniformity assign the désignations 
Aq, An to the points A and B. Take a point A4,* ( y fi on 
each subarc >4/4/ + 1  and form the sum

Sn =  P (*1. yù +  p  (*J. y») A*, + . . .  +  P (xn, yn) Axn (1)

where Ajc/ is the incrément in the abscissa corresponding to 
the motion of the point A ^ i  to the point A/ . 2)

The following theorem holds.

M It Is assumed tha t  the curve AB  has a continuously varying 
tangent except for a fini te number of separate points where the tan ­
gent can vary discontinuously, as at  S and T in Fig. 464.

‘) This incrément may be positive (as on the segment A A X) or 
négative (as on A AA t ).
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Theorem. If as n increases without bound the largest of 
the quantifies | A*,-1 tends to zéro, then the sum (1) tends 
to a limit that is independent both of the mode of formation 
of the segments A/A,*,  and of the choice of the intermediate 
points M,\

Fis. 463 Fig. 464

Définition. The iimit to which the sum Sn tends when 
the largest of the quantifies | A*/ I tends to zéro is called 
the line (curvilinear) intégral of tne expression P (x, y) dx 
taken along the path AB.

Notation.
J P(x ,  y)dx  (2)

A B

The line intégral of the expression Q (x, y) dy is similarly 
defined:

J Q (*. y )à y  (3)
A B

and also the line intégral of the expression P (x, y)cU +  
+  Q y) dy denoted by

J P (x .  y ) d x + Q ( x ,  y )d y  (4)
A B

The intégrais (2) and (3) are spécial cases of the intégral
(4) (for Q = 0  and for P = 0 ).

In similar fashion we define the line intégral

5 P(*> y> * ) d x + Q ( x ,  y, z ) d y + R ( x ,  y, z)dz  (5)
A B

along the space curve AB.
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Note t. If, while retaining the curve AB, we reverse the 
direction of the path, the line integra! maintains its absolute 
value and reverses sign. When the points A and B are 
distinct, the direction of the path is indicated by the order 
of the letters A , B in the notations (2) to (5), and we hâve

J P d x + Q d y = — J P d x + Q d y ,
BA  AB

J P dx +  Q d y + R  dz = — J Pdx-\-Q d y + R  dz 
BA AB

When the points A and B coincide, the direction of the path 
may be indicated by intermediate points in an appropriate 
order.

Such an indication is not needed when the path is a 
contour /( in a plane domain. In that case the notation
J P d x + Q d y  states that the traversai is counterclockwise

+ K
(for the conventional arrangement of the axes). But if the 
domain is traversed in the opposite direction, the line inté­
gral is written  ̂ P d x + Q d y .

~K
Note 2. The line intégral is a generalization of the ordi- 

nary intégral and possesses ail the properties of the latter 
(Sec. 315).

472. Mechanlcal Meanlng of a Une Intégral

Let a point M of mass m be in motion along a path AB 
in a field of force. Let X  (*, y , z), Y (x, y% z), Z (x, y% z) 
be the coordinates of the vector of potential at the point 
M (x, y , z), that is, the vector of the force F acting at the 
point (jc, y, z) on unit mass. Then the work performed by

() If the path of Intégration AB  is a segment (a, b) of the jr-axis, 
the line intégral J  P (x, y ) d x + Q  (x, y) dy turns into the ordlnary 

AB
b

intégral J  P (x, 0 ) dx.
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that force acting on point M is expressed by the line in 
tegral

J m(Xdx-\-Y  dy-\-Zdz)  (1)
AB

Explanation. Let A/A/ + 1  be a small segment of the 
path AB. The work performed on that segment is approxima-
tely expressed l) by the scalar product (Sec. 104a) mF/j4|i4/+1, 
where Fi is the vector of potential at the point A/. In coor- 
dinate form (Sec. 107) we obtain m [X/A*/ +  y,/Ay/+Z,-Az,-]. 
Summing, we find the approximate value of the work along 
the path AB. The limit of the sum, that is the line intég­
ral (1), gives the exact value of the work.

473. Computing a Line Intégral

To compute the line intégral

5 p (*> y ) d x + Q ( x ,  y )d y  (1)
AB

we hâve to represent the curve AB by parametric équations:

*=<P(0. ÿ = V ( t )  (2)
and substitute expression (2 ) into the integrand. The ordinary 
intégral

(B

J {P l<p (0. ♦ (01 q>' ( 0 + Q l<p (0. t|> (0) * ' (0} <« (3)
' A

is equal to line intégral (1).
Note.  One oi the functions (p (/), i|> (t) may be chosen at will, so 

long as both functions <p (O* ( 0  hâve continüous dér ivat ives thro-
ughout the interval t g}  with the exception of points where the
tangent changes by a Jump, as at  S, T In Fig. 464. If there are 
such points, intégral (3) is improper (Sec. 328).

A line intégral taken along a space curve is computed 
in similar fashion.

*) We replace the curvllinear segment } by the chord AiAi + t
and assume that the held potential  along tnis chord remains un- 
changed.
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Example 1. Compute the line intégral

/ =  J — y d x + x d y  (4 )
A B

along the upper part of the semicircle x2-\-y2= a 2 (Fig. 465).
Solution. Represent the arc AB by the parametric 

équations
x = a c o s t ,  y =  a s in t  (5 )

(here t is the angle BOM so that tA =  n, tR =  0). Putting (5)

into (4), we ftnd
o

/ =  J —a sin / d (a cos /) -f a cos i d (fl sin 0 =
71

0

=  a2  ̂ d t = — no* (6 )
Jl

For the parameter we can take the abscissa x, i. e. 
we can take the équation of the semicircle in the form 
y = ÿ a 2—x2. Then xA =  —a, xg =  a and we get 

a

1 =  J — V a 2 —x2 d x + x d  Y  ci2—x2 =
-a

a

=  —a2 f — — — — Jia2
J  V a * - x 9 -a

To take for the parameter the ordinate y , we first hâve to 
subdivide the arc AB into parts, otherwise x will not be a 
single-valued f une t ion of the ordinate.
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Example 2 . Conipute the line intégral

/ =  J (x — y2)dx +  2xydy (7)
OABO

along the perimeter of the triangle OAB (Fig. 466).
Solution. We divide the closed path OABO into three 

segments OA, AB, BO. On segment OA we take the abscissa 
for the parameter (then y = 0. d y = 0), on segment AB, the 
ordinate (then x = \ ,  dx=Q), on BO, the abscissa (then 
y = x ,  dy=dx).  We hâve

i
U =  5 U —yz)dx +  2xydy=  J x d x = y ,

OA 0

l
/a =  J (* — y2)dx-\-2xydy=  J 2y d y = \ ,

AB  0

o
/3=  J (x — y2)dx +  2 x ydy=  J (x +  xa) d * = —

BO l

/ =  / l -F/î +  / s =  -i- +  1— T =  T

474. Green's Formula

be a plane domain bounded by a contour /(
and let the functions P (x, y), Q (x, y) be every-

their partial
the folio-

Let D 
(Fig 467)
where continuous in this domain togethër with

Y dérivatives-^- , . Then
dx dywing Green's formula n holds true:

( w
Fig. 4*7

J P(x, y )d x + Q (x ,  y ) d y =

d)

') George Green (1 793-184 1 ) Engllsh mathematlclan and phy- 
slcist, contrlbuted substantially to the mathematical theory of electri- 
clty and magnétisai.
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Example. Compute the line intégral / =  j (x—y2) dx-\-
-\~2xydy along the perimeter of triangle O AB (Fig. 466) 
(cf. Sec. 473, Example 2).

Solution. By formula (1), putting P = x —y2, Q=2xy,  
we find

/ = S $ [‘ST{2xy) ~  W yi)] dx dy = J 5 4y dx dy
D D

Here, domain D is the triangle OAB\ computing the double 
intégral, we find

I  X i

/ =  J dx J Ay d y =  J 2x% dx =  ~  
o o  o

475. Condition (Jnder Whlch Line Intégral le Indépendant of Path

Let the functions P (x, y), Q (x, y), and also their partial
dérivatives be continuous in a domain D (Fig. 468)
bounded by some continuous (nonselfin- 
tersecting) closed curve. In D take 
two fixed points A (x0, y0), B (xlt yx) 
and consider ail possible paths of 
intégration leading from A to B and 
lying wholly in D (such are the paths 
ALB, AN B in Fig 468). Two cases are 
possible.

Case 1 (exceptional). In domain D 
the following équation is identically 
satisfied:

j>Q__ dp _ n
dx dy

Then the line intégral
/ =  J P d x +  Q dy

AB
(2)

does not dépend on the choice of path and, accordingly, is 
denoted by

B

J P dx +  Qdy 
A
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A L B
P d x + Q d y .  The latter sum gives the intégral along the

Case 2  (general). Eq. (1) is not an identity. Then the 
line intégral (2 ) dépends on the choice of path.

Explanalion.  The différence / , - / *  of the line intégrais I x =

= J* P d x + Q d y ,  / , =  J  P d x + Q d y  is equal to the sum I t + 
A LB  A N B

+ ( - / , ) ,  that is (Sec. 471, Note 1) to the sum J* P d x + Q d y  +

* f
B N A

contour A L B NA ;  it is equal (Sec. 474) to the double intégral

/ , =  J  J  ^ -— - 4 ^ -  ^ d x  dy over the domain A L B N  A.  If Eq. (1) is an

identity, then / , =  0 ; hence, / ,  = / , ,  i. e. the line intégrais along the 
paths A L B  and A N B  are the same. But if Eq. (1) is not an identity, 

then it is possible to choose paths A L B  and 
A N B  so that / ,  0, and then / ,  I t .

Example 1 . Consider the intégral

/ =  J ydx +  xdy  (3)
A B

àQ  __ . 
dx ~

The functions P (x, y ) = y ,  Q (x , y) =  x, 
-  =  1 are everywhere contin­

uons and Eq. (1) is satisfied identically. 
Hence, for fixed points A , B intégral (3) 

is independent of the path. For example, let us take points 
A (0, 0) and 5(1,  1) (Fig. 469) and let us compute the intég­
ral /  along the rectilinear path ALB(y =  x). We get

Iai.b =  ^ x d x + x d x =  1

If for the path we take an arc of the parabola ANB (x = y 2), 
1 i

we again get Ia n b —  ̂y à (y2)-\-y2 dy =  3 ^y2d y =  1. The 
o o

same value is obtained by going along the polygonal line 
ACB. Along AC we hâve: y =  0 , d y = 0 so that / ac =
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1

=  J o d x  =  0; along CB we hâve: x = l ,  dx =  0 so that
o

1

I c b =  J 1 ' ^ = 1 -  Hence, I A c b  =  1a c ~\- I c b =  l. 
o

£<l,  I)
Notation: / =  J y dx +  x d y = \ .

A (0, 0)
Example 2 . Retaining the points 4 (0 , 0), 5(1,  1), consi- 

der the intégral / =  J y2 dx-\-x2 dy. Eq. (1) takes the form 
AB

x—y = 0, i. e. it is not an identity. The intégral / now dé­
pends on the path. Thus, along the path ALB (Fig. 469) we

hâve l  x2 dx-\-x2d x = Y , along the path ANB the in- 
o

tegral has a different value:
1 i

l = ^ y * d ( y * )  +  y*dy^=^ (2yi +  y * ) d y = ^
0 0

We get the same va lue—  by going along the arc of the parabola
y=x*.  Generally, in Case 2 it is always possible to choose two paths 
along which the intégral will hâve the same values.

476. An Alternative Form of the Condition 
Glven In Sec. 475

Theorem 1 (criterion of total differential). If the équation

i £ . î £ = 0  i\)dx dy U ( l '

is satisfied identically in a domain D, then for every point 
of D the expression Pdx+Q dy is the total differential of 
some function F (x, y). But if Eq. (1) is not an identity, 
then the expression P d x +  Q dy is not a total differential of 
any function.

Example 1. For the expression ydx-\-xdy  (here P —y, 
Q=jp) Eq. (1) is satisfied identically in any domain. There- 
fore, ydx-\-xdy  is the total differential of some function 
F(x, y). In the given case, we can take F (xt y ) = x y  or 
xy+ 3  aiid generally, xy-^C .
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Example 2 . The expression y2 dx +  x2 dy cannot be the 
total differential of any function because Eq (1), which takes 
the form 2x —2 y = 0 ,  is not an identity.

Explanation.  Suppose that y* dx + x * dg^Is the diflerentlal ot some
function F (x, y). Then we would h â v e -----=y*t - r—=x*. But thls isox 9 dy
impossible because the mlxed dérivatives ^  ( ‘̂ 7 ’ )  an<* "oÿ 
(they are continuous) mus! be equal (Sec. 443), I. e. the équation 
^  ( x * ) - ^  (y*) = 0 must be satished identically. but thls is not the 
case

By virtue of Theorem 1 the condition of Sec. 475 takes 
the following form.

Case I (exceptional). The expression Pdx +  Qdy  is (in the 
given domain) the total differential of some function F (x, y) 
(it is called an antiderivative). Then the line intégral
J Pdx +  Qdy  is independent of the choice of path (lying

A B
in that domain).

Case 2  (general). The expression P d x + Q d y  is not a to­
tal differential. Then the line intégral dépends on the choice 
of path

In the former case, we can compute the value of the in­
tégral (if we know an antiderivative) on the basis of the 
following theorem.

Theorem 2. If the integrand P d x + Q d y  is the total 
differential of the function F (x, y), then the line intégral 
B

J P (x, y) dx +  Q (x, y) dy is equal to the différence between 
A
the values of the function at the points B and A:

B ( X t . y t )  B  (x,, y x)

Ç P d x + Q d y =  j  dF (x, y) =
A  (x#, y 0) A  (x0. y 0)

= ^ ( * 1 . y\)—F(x*, y0) (2)

Example 3. The intégral / =  J 2xy dx +  x2 dy for fixed
A B

points i4 (l, 3), B (2, 4) is independent of the choice of path
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[ becaus e - ^— It is required to
find the value of /.

Solution. The expression 2xy d x + x 2 dy is the total diffe- 
rential of the function x2y. By Theorem 2 we hâve

B (2. 4)
/ =  J d (xiy )= 2 * -4 — la- 3 =  13 

AU. 3)
Note. In the general case it is just as difficult to ’find an 

antiderivative as it is to compute the line intégral directly.
However, in many cases, finding an antiderivative is 

simplified. Thus, if each of the functions P (x, y), Q (x, y) is 
the sum of terms of the type Axmyn (A is a constant, m and 
n are any real numbers), then the antiderivative is found in 
the following manner. We compute the indefinite intégrais
 ̂ P (x, y) dx, J Q (x, y) dy, holding y constant in the first

intégral, and x in the second. Then we combine the two 
expressions and take only once each of the terms entering 
into both expressions. The arbitrary constants which appear 
in intégration may be omitted since it is sufficient to hâve 
one antiderivative.

Exampie 4. Find the line intégral
B(l ,  1)

/ =   ̂ x (1 +2ÿ®) dx-|-3ÿ2 (x* — 1) dy
A (0 . 0 )

[Condition (1) is fulfilled).
Solution. We find J x (1 + 2 ^ ) d x =  jÇ--{-x2y3 (y is treated

as a constant), J 3y2 (x2 — 1) d y = x 2y9—y* (x is treated as a 
constant).

Combine these expressions taking the term x2y3 once. We 
get tne antiderivative F (x, y) — ÿ * + x 2ÿ*. Formula (2)

yields 1 = F  (1, l ) _ f ( 0 ,  0 ) = i - .



DIFFERENTIAL EQUATIONS

477. Fimdamentals

A differential équation is an équation containing dériva­
tives of the unknown function (or of several unknown fun- 
ctions). Differentials may enter in place of dérivatives.

If the unknown functions dépend on one argument, the 
differential équation is called ordinary, if they dépend on se­
veral, then the équation is termed a partial differential équa­
tion. We shall consider only ordinary differential équations.

The général form of a differential équation in one un­
known function is

®(x, y,  y', y”, y{* ) = 0  ( 1 )

The order of the differential équation is the order of the 
highest dérivative in the équation.

Examples. The équation - is a first-order differen­
tial équation; the differential équation y”- \ - y = 0  is of se­
cond order, the équation y'2=x*  is of first order.

A function y=q>(x) is called a solution of a differential 
équation if, when substituted into the équation, it reduces 
the équation to an identity.

The basic task of the theory of differential équations is 
finding ail the solutions of a given differential équation. In 
the simplest case, this reduces to evaluating an intégral. 
For this reason, the solution of a differential équation is 
also called its intégral, and the process of finding ail the 
solutions is called integrating the differential équation.

Generally, the intégral of a given differential équation is 
any équation, not containing dérivatives, from which the 
given differential équation follows as a conséquence.

Example 1. The function y = sinx is a solution (intégral) 
of the second-order differential équation

y”+ y = 0  ( 2 )

because substitution of y = s \ n x  tums Eq. (2) into

(sin x/' +  sin * =  0 (3)

which is an identity.
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The fonctions y = - — sin x, y =  cos x, y = 3 c o s x  are also

solutions of Eq. (2), the fonction y=sinx-|--^ - is not a so­
lution.

Example 2 . Consider the differential équation of the first 
order

x y ' + y = 0  (4)
The function

1 .5y=- (5)

s a solution of (4) because substitution of (5) into (4) redu­
ces (4) to an identity:

1 . 5  . 1 . 5 _ Q  

—jc* * x

At the same time, Eq. (5) is an intégral of the differential 
équation (4).

The équation
x y = 0 .2  (6 )

is also an intégral of the differential équation (4). Indeed, 
from (6 ) it follows that (xy)'=0,  whence (if we apply the 
formula of the dérivative of a product) follows (4). Solving 
the intégral (6 ) for y, we get

Function (7) is a solution of the differential équation (4). At 
the same time, Eq. (7) is an intégral of équation (4).

The équations x y = } ^ 3, x y = —2, x y = n ,  etc. are intég­
rais of the differential équation (4), and the fonctions

, y —— ~  , y = ~  , etc. are solutions.
Example 3. Find ail the solutions of the following first- 

order differential équation:
y '= cos x (8 )

Solution. The unknown function y = cp(x) is an antideri- 
vative of thf function cos x. The most general form of such
a function is the indefinite intégral J cos xdx. Hence, ail so­
lutions are contained in the formula

y = s i n x + C (9)
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The function sinjc-|-C, containing an arbitrary con­
stant C, is the general solution 11 of Eq. (8 ), the function
£/ =  sinjc ^or i/=sinjc +  — , y = s \ n x — 1, etc.^ is a parti-
cular solution.

FIrst-Order Equation

The general form of a first-order differential équation is 
(D(x, y, y') =  0  (1)

Solved for y', the équation takes the form
y'=f(x>y) (2)

It is assumed that the function f{x, y) is uniquely defined 
and is continuous in some domain: intégrais are sought 
which lie in that domain.

479. Geometrlcal Interprétation 
of a Flrst-Order Equation

A curve L (Fig. 470) which depicts some intégral of the 
differential équation

y’= f ( x , y )  (i)
is called an intégral curve of that équation.

The dérivative y' is the slope of the tangent line T'T to 
the intégral curve. Before the intégral curve passing through 

a given point M (.x, y) is found, we 
can find y' from Eq. (1) and draw the 
straight line T'T through M. T'T 
will indicate the direction of the 
required intégral curve. The collection 
of straight Unes T'T which correspond 
to ail possible points of the domain 
in question is termed the direction 
field of Eq. (1).

Geometrically, the problem of integrating Eq. (1) is 
formulated as follows: find the curves for which the direction 
of the tangent line coincides everywhere with the direction of 
the field.

x) The définitions of a general solution and a particular solution 
of a differential équation are given in Sec. 481 (for first-order équa­
tions) and in Secs. 493, 494 (for higher-order équations).
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If the direction field is depicted by close-lying dashed 
rts  (Figs. 471, 472), then the intégral curves may be con- 

s r̂ucted (a p proxi ma tel y) by eye.
Example 1. In Fig. 471 we hâve the direction field of 

~e équation

zq. (2 ) expresses the fact that the direction of the field at 
roint Af (x, y) is perpendicular to the straight line OM

ihe slope of the direction of the field is , while the slo-

\ i

X

Fig. 472

pe of the straight line OM is It is easy to see that the
integra! curves are circles centred at O. Hence, the intégrais 
of Eq. (2) are of the form

x * -fi/* = a 2 (3 )
where a* is a constant which can take on any positive va­
lue. The functions

y = V a * —x*, y =  — Y  a%—x% (4)
are solutions of Eq. (2). This can readily be verified.

Note. According to Sec. 478, the points of the x-axis 
must be excluded from our considération because the func-
tion [ (x, y) =  — -- is not defined at these points. However,
we depict the direction of the field (by vertical dashes) at 
these points as well. We thus expand the meaning of Eq. (2) 
(in accord with its geometrical interprétation).
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Namely, the notation (2) is to be understood as a combi­
nation of two équations:

dy  x dx__ _____y_
dx y * dy x (2 a)

In the second équation, x is regarded as a function of the 
argument y. Accordingly, we consider as solutions not only 
the intégrais (4) but also the intégrais

x =  y  a2—y2, x = — Y  a2—y2 (4a)
Eqs. (2 a) are équivalent at ail points not lying on the 

x- and y-axes. The second of the Eqs. (2a) replaces the first 
at ail points of lhe x-axis (except O). Point O remains exclu- 
ded after ail. This is natural because no intégral curve can 
pass through it (the circle x2 4 -y 2 = a 2 degenerates into a 
point).

Regarded in this extended sense, Eq. (2) is best written as
x dx-\- y dy=Q  (5)

This stresses the équivalence of the variables x, y. Eq. (5) 
may be transformée! to d(x2-\~y2) = 0. Hence, x2 +  y2 is a 
constant, and we again obtain intégral (3).

Example 2 . Fig. 472 shows the direction field of the équa­
tion

The intégral curves are the straight Unes y = C x . Taking Eq.
(6 ) in the extended sense (see note above), we can depict the 
direction field at any point of the y-axis (except O). We get 
vertical dashes located along a vertical straight line. This 
means that the straight line ( x = 0 ) is adjoined to the intég­
ral curves y = C x .

At point O the field direction remains indeterminate: there 
is an accumulation of intégral curves of ail possible direc­
tions.

The functions
y= C x (C a constant) (7)

and also the functions
x = C iy  (Ct a constant) (7a)

are solutions (intégrais) of Eq. (6 ). The following équations

T = c - T = C - lnK I =C («)
and others are also intégrais.
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Eq. (6 ) is written in the form
x d y —y dx =  0 (9)

I! ue divide (9) by x2, we get xdy~t9 0, i. e. 

: ) = 0 .  Whence we get the intégral - |-= C . Dividing

rf by y1, we get y = c l ^here C1= -+ -J .

Example 3. The direction fîeld of an équation of the form 
* = f (x )  is considered in Sec. 295 (Examples 1 to 3). The 
r*egral curves y = f  f ( x)dx  are équidistant from each other 

the direction of the y-axis).

480. Isoclines

The construction of the direction field of the équation 
- =  /(* , y) is simplified if we first draw Unes of equal incli- 
•-ztion ( isoclines); these are curves along which the function 
*' ix. y) has a constant value. The direction of the field is 
the same at ail points of any 
:r.e isocline.

Example. The isoclines of 
the équation y' =  x2-{-y2 are 
the circles x2+ y * = a 2 (Fig.
473). At ail points of the 
circle x2 -f-ya =  1 (radius OC 
:s taken as the scale unit) 
the slojje y' of the direction 
of the field is equal to unitv; 
at ail points of the circle 
x , - J - y * = 2 (radius O D =Y ~ 2)  
we hâve «/' =  2, etc. The 
intégral curves are shown 
as heavy lines.

Note. In practical cases, 
when using isoclines, there is 
no need to give the direction field in the form of dashed lines. 
It is sufficient to affix to each isocline a number stating the 
value of the slope. A drawing with isoclines also includes a 
dense pencil of rays with slope indicated on each ray. A so­
lution is obtained by constructing dashes parallel to the cor­
respond ing rays.

Fig. 473
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481. Partlcular and General Solutions 
of a Flrst-Order Equation

The first-order differential équation

*' =  / ( * . * )  ( 1)
has an infinity of solutions (see Examples in Sec. 479). As a 
rule, only one intégral curve 1} passes through a given point 
in the domain under considération (Sec. 478). The correspon- 
ding solution of Eq. (1) is called a particular solution; the 
collection of ail particular solutions is called the general 
solution. One strives to represent the general solution of the 
differential équation (1) in the form of some function

y = y ( x ,  C) (C a constant) (2)
which would yield any particular solution (for a suitably 
chosen value of C). Such a représentation is sometimes not 
even possible theoretically; in practical cases, this is possible 
only for a few (but important) classes of équations (Secs. 
482-486).

Now it is always possible to find a particular solution 
passing through a given point (x0, y0) at least approximately 
(to any desired degree of accuracy; Secs. 490, 491) if not in 
the form of an exact expression in ternis of elementary func- 
tions. The numbers xQ, y0 are called initial values.

The intégral of the differential équation (1) is called 
general if it is équivalent to the general solution, and parti­
cular if it is équivalent to one particular solution ortoseveral. 

Example 1. Find the particular solution of the équation
xdx +  y d y = 0 (3)

(Sec. 479, Example 1) for the initial values x0 =  4, y0= —3. 
The intégral curves of Eq. (3) are circles with centre (0, 0). 
Through the point Af0 (4, —3) there passes the intégral curve 
x2-\-y2 =  25. This équation is a particular intégral of Eq. (3). 
It is équivalent to two particular solutions:

y =  Ÿ  25—x1, 
y =  — V 2 b —x*

The Iatter is the desired solution (the former does not pass 
through M0).

*> The only possible exception is for points where the partial 
derivatlve f y  (x, y) 1s discontinuons or does not exist.



D IFFERENTIAL EQUATIONS 713

Example 2. The particular solution of Eq. (3) passing 
iirough the point (x0, y0) is of the form

y= V  * ? + y iS — ** if yo > 0 , (4)

y = - V  xl+ yî-x*  i f y « < o  (5)
For cases when y0= 0 ,  that is when the point (x0t y0) lies on 
*Jie x-axis, the particular solution (in accord with the note 
:*rtaining to Example 1, Sec. 479) is of the form

x= V  x\ — y2 if x0 >  0, (6)

x= — V  x\—y2 if x0 <  0 (7)

At the point jco= 0 , y 0 =  0 (origin) there is no particular 
solution.

The collection of particular solutions (4), (5), (6), (7) forms 
the general solution of the differential équation (3).

If we dénoté the constant quantity xl + y* by C2, then the 
general solution may be written as

y =  ±  V c * - x »  ( 8 )
The équation

x* +  y*=C *  (9)
uhich is équivalent to the general solution (8), is the general 
intégral of Eq. (3).

482. Equations with Variables Separated

If a differential équation is of the form

P ( x ) d x + Q ( y ) d y = 0 (1)
(the coefficient P dépends only on x, the coefficient Q only  
on y), then we say that the variables are separated.

The general intégral of an équation with separated vari­
ables is represented by the équation

 ̂ P ( x ) d x +  J Q ( y ) d y = C  (C a constant) (2)

M Here and henceforward the Symbol dénotés some one antide-
rivative; that  is. the arbitrary constant term is disregarded. Inciden- 
tally. there will be no error if we include in the intégral J* P (x) dx

the constant  term Ct and in the intégral J  Q (y) dy  the term C2. But 
the solution will needlessly be in a more involved form.
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ln order to find the particular intégral for the initial 
values x0, y0, we can do as follows: substituting x0, y0 into 
(2) we and the corresponding value C = C 0. The desired par­
ticular intégral will be J P(x)dx-\-  J Q ( y ) d y = C 0. When we
are not interested in the general solution, a particular solu­
tion is best sought directly from the formula 

X y
$ P ( * ) d * + $ Q ( ÿ ) d ÿ = 0  (3)
*0 Uo

Example. Find the particular solution of the équation

sin *djt +  -^=-=0 (4)
V  y

for the initial data =  y0= 3 .
Solution. The general intégral of Eq. (4) is

J s i n x < t e + J ^ = C  or — cos * 4 - 2 ^ y = C

Putting x =  y  > 0 = 3, we get C = 2 Y  3; the desired 
cular solution is

__(2 V l + c o s  x)2
y ~  4

(5)

parti-

(6)

U may be obtairted directly from the formula

J s in x d x +  J ÿ = - = 0  
_JT 3
2

483. Séparation of Variables. General Solution

An équation of the form X 1Y l d x + X 2Y2 d y = 0 ,  where the 
functions X x and X 2 dépend solely on x , 1} and the functions 
Y j and Y 2 only on p, can be reduced to the form (1), Sec. 
482, via division by Y xX a. The process of this réduction is 
called séparation of variables.

One or both may be constants; the same goes for the functions 
1. Y b-
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Example 1. Consider the équation 
y dx—x d y = 0  

r.viding by xyt we get the équation

v-.ere the variables are separated. Integrating, we find

In | jc | — ln | y \ = C

( 1)

(2)

(3)

(4)

l n | - | = C  (4a)

I: we introduce a new constant Cx connected with C by the 
-elation C =  lnC,, then in place of (4a) we can write

- = C i  (4b)

cf. Example 2, Sec. 479).
Note I. Let the value y = k  serve as a root of the équation ^ ,  =  0. 

Then the function u=k  (which reduces to the constant k ) serves as one 
the solutions of the differentlal équation X x Y t dx + X t Y t dy=0  

because for y - k  we hâve dy= 0 and, by hypothesis, y j  = 0). This 
solution can be lost in the division by Y t X t . In the same way we 
can lose a solution of the form x=l,  where / is a root of the équat ion 
A'a = 0. Thus, in Example 1, when we obtained Eq. (4) we lost the 
particular solution y —0 of the différentiel équation ( 1) and also the 
particular solution x = 0 .  The point is that Eq. (4) is meaningless both 
lor y  = Q and for x=0  (the number zéro has no logarithm).

Having cleared Eq. (4a) of logarithms, we again introduced the 
solution x = 0  (for Ct =  0).

Example 2. Find ail the solutions of the équation

V 1 — y 2 dx— y d y= 0 (5)

Solution. Within the limits of a strip bounded by a pair 
ol straight lines y = ±  l, at least one of the functions

^ 7 F i % ( = l r )  is unitiue|y defined and
continuous. Outside this strip not one of the indicated func­
tions is defined. Hence (Sec. 478), ail intégrais of Eq. (5) lie 
in the strip bounded by the straight lines y = ±  1.
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Dividing Eq. (5) by Ÿ \  —y2, we get the équation

âx- y du
V \ - y *

where the variables are separated. Integrating, we get 

or
x - c = V \ - y *  (6)

This équation represents a family of semicirctes as depicted 
In Fig. 474. Êut it does not contain ail the intégral curves 
of Eq. (5): in dividing (5) by V 1—y2 we lost the solutions

y —  1 and y =  — \ (the 
straight lines uv, u'v* in 
Fig. 474).

Note 2. Here. the lost solu­
tions are not particular solu­
tions (In contrast to the solu­
tions lost in Example 1). The 
point is that (Sec. 481) we use 
the terni par ticular solution for 
a solution which is unique with 
respect to certain in i t ia l  values 
But two solutions pass through 
every point of the solution y -  1. 
For example, through the point 

M» (0, 1) (Fig. 474) there passes, in addition to the straight
line y s | ,  the semidrcle  x = V \ - y * ,  which deplcts yet another solu­
tion of Eq. (5); this solution is obtained from (6 ) for C = 0.

Though (6) does not embrace ail solutions, it contains ail 
particular solutions (semicircles) and for this reason Is the 

general intégral of Eq. (5). The solutions y — 1, y =  — 1 are 
called singular solutions.

Generally, the intégral of a differential équation of first 
order is called singular if at least one more intégral passes 
through every one of its points.

484. Total Differential Equation

If the coefficients P (x, y)% Q (x, y) in the équation 
P(x, y)dx+Q (x, y)dy = 0 

satisfy the condition
dP _  ôq 
dy dx

O

(2)
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then the left-hand side of (1) is the total differential of some 
function F (x, y) (antiderivative function of the expression 
P d x + Q d y \  see Sec. 476). The general intégral of Eq. (1) is

F(x, y) =  C (3)
Example. Find the particular intégral of the équation

x- l z l d x  +  x— d y = 0 (4)

for the initial conditions x0= l ,  t/0 =  *̂
Solution. Condition (2) is fuifilled. Then the functions

P(x, y) =  1— Q =  1 +  y  décomposé into terms of the
form Axmy n. Therefore, we find the antiderivative (Sec. 476, 
Note) as follows.

Perform the intégration

J  ̂ 1— +  —- (for constant y),

J  ̂ 1 dy =  y-{- — (for constant x)

Combine these expressions and retain the term —- only

once. The function x +  £ /+ - j  is the antiderivative. The ge­
neral intégral will be

* + y + t = c ©
Substituting the initial data x = l t y =  1, we find C = 3 . The 
desired particular intégral is jc +  y +  —- = 3.

484a. Integratlng Factor

If the coefficients P (x, y), Q (x, y) in the équation
P(x, y ) d x + Q ( x , y ) d y = 0

do nof satisfy the condition
dP _ d Q  
dy dx

( 1)

(2)

then the left-hand side of (l) is not a total differential. But 
it is sometimes possible to find a factor Ai (x, u) such that 
the expression M (P dx +  Q dy) becomes the total differential
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of some function Fx(x, y). Then the general intégral is

y)=c
The function M (x, y) is called an integrating factor.

Example. The left-hand member of the équation 
2y dx-\-xdy=0 is not a total differential. But m ultip lying  
by x yields

x(2ydx+xdy)=d (x*y)
The general intégral of the given équation is 

x2y=C
Note. Every differential équation has integrating factors 

(even an infinity of them), but there are no general techni­
ques for finding them.

485. Homogeneous Equation

The differential équation

Mdx+N dy=0 (1)

is called homogeneous if the ratio ^  can be represented as 

a function of the ratio — . We dénoté this ratio by t:

'  < - *
Thus, the équation

( y + V x t + y * ) d x —x d y —0 (3)

is homogeneous because

_ X _ /  T ^ ( J ÿ =  -  t -  VT+T* (4)

By means of the substitution

y=tx (whence dy=t dx+xdt) (5)

any homogeneous équation can be reduced to an équation
with variables separable.

Example 1. Integra te Eq. (3) with the initial conditions 
*o =  3, i /o = 4 .

Solution. After the substitution (5), Eq. (3) takes the form

Y& +x*Pdx—x* <U—0 (6)
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or

| x | Y\-\-t*dx—jc8 dt= 0 

The variables can be separated, and we get 
d x __ d t

' * l KT+7*

(7)

(8)

In separating the variables we lost the solution x = 0 .  
However, it definitely does not satisfy the initial conditions. 

Since we hâve to integra te for the initial conditions
* o = 3 ,  / 0= ^  =  - y ,  it follows that the abscissa x is positive
(see note below), and we hâve to put

\x\=x (9)
We get

X  t
r  d x  r  d t

J * — J VTÏT' (10)
3 4/3

whence

In x — ln 3 = l n  (t + Y 1 + / 2) — ln 3 (11)

Replacing t by — and taking antilogarithm s, we get the 
particular intégral

« - i + l A T Ï !  «a.

The corresponding particular solution is

N o t e .  The left-hand member of formula (10) 1s meaningless when 
the upper limit is zéro or takes on négative values. Therefore, when 
seeklng a solution, we must confine ourselves to positive values of x .  
More Investigation is required to see whether the function (13) also 
yields a solution of Eq. (3) for x  <  0. Substituting (13) lnto the

jc1-  lleft-hand slde of (3) shows that the function ——  glves a solu­
tion for ail values of jc.

Example 2. Integra te Eq. (3) with the initial conditions
* 0 = —  3, ÿ o = 4-

Solution. The sequence of operations is the same as in 
Example 1. However, in place of (9) we hâve to put

(9a)
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so that in place of (10) we get
X  t
r  dx_  r* dt
)  x )  KTTT»

- 3  - 4 / 3
whence

— I n |x | +  ln 3 = ln ( < +  >H"+72) — ln 

In place of (12) we obtain

1
T

t î t - ’T + y r  1+ i r

_ _ _ _ _ _ _ J _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - J  f  X * +  y 1

x x  y  x

(10a)

(lia)

(12a)

(12b)

(the minus sign in front of the last fraction appeared becau- 
se for x < 0 we hâve Y *2= —x). From (12b) we get the 
desired particular solution

x * - \
y - —

It coïncides with the solution to Example l (cf. note per- 
taining to Example 1).

If, disregarding (9a), we had used (10) in place of (10a) 
we would hâve obtained an erroneous resuit.

486. Flrst-Order Llnear Equation

The first-order differential équation
M dx +  N d y = 0  (1)

is called linear if the ratio contains y  to the first power 
only. A linear équation is commonly given in the form

y' +  P ( x ) y = Q ( x )  (2>

where P (x) and Q (x) are any (continuous) functions of x.
If, in particular, Q (x )= 0 , then Eq. (2) is called a linear 

équation with right-hand member zéro. 1} In this case the 
variables can be separated and the general solution is of the 
form

^  -  f  P dx
________________  y = C e  J (3)

*) A linear équation with right-hand member zéro is also called 
homogeneous. But this term has yet another meaning (Sec. 485).
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Example 1. Find the general solution of the linear equa- 
: on with right-hand member zéro

s - T T 7 - y = °  w
Solution. Separating the variables, we get

d y   x  d x
~ y  1 +jc*

rhence
In | y \ - - j -  In (1 + * * )+ C

X

y = C 1V  T h ?
ihere Cx= e c . We could hâve obtained the same resuit using 
formula (3) (for P =  —•— ):

f  * dX
y = C e  ' ,+ *’ = C e ‘/«ln (1+ ,̂)= C > Ar+jë»

Note 1. The particular solution y =  0 which is obtained 
:rom (6a) for Cx =  0 cannot be obtained from (6); this solu- 
:ion was lost in the division of (4) by y. Having cleared (6) 
of logarithms, we again introduced the solution y = 0 . èf. 
Sec. 484, Example 1.

Note 2. In practical cases, use of the ready-at-hand for­
mula (3) does not give us any essential advantage over the 
successive transformations indicated in Example 1.

A linear équation with right-hand member [in it Q (x)9é 0] 
is iniegrated as follows: we find the general solution (3) of 
the corresponding équation with right-hand member zéro; then 
in this solution we replace the constant C by the unknown 
function w. Substitute into 2̂) the expression obtained. After 
simplifications, the variables «, x are separated; integrating, 
we find the expression of u in tenus of x. The function

yé=ue  ̂ P dx will be the general solution l) of Eq. (2). 
Example 2. Find the general solution of the équation

y ' - T ^ y = x

*) This general solution is expressed by the formula 

T f P ( x ) d x  T - f P d j e
d x Q W e *  +CX J e J

(5)

(6) 

(6a)

(A)
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Solution. The general solution ol the corresponding équa­
tion with right-hand member zéro is (see Example l) 
y= C 1^1 -\-x2. Replacing the constant C by the unknown 
function u, we get

y = u V T + 7 >  (8)

whence

Substitutlng (8) and (9) into (7) and simplifying, we get
d u __ x
d x ~ V T T P

Whence we get an expression of u in terms of x:
U=\ ^ = V W *  + C' (10)

By virtue of (8) and (10), the general solution of the given 
équation will be

p = ( / T + ^ + c 1) / T + 7 ‘» (U)
Note. The équation

~ +P(y)x=Q(y) (12)
which is obtained from (2) by interchanging x and y is 
integrated in similar fashion.

437. Clalraut’s Equation

ClairauVs équation is an équation of the form
y = x y ’ + i p ( /)  (1)

The general intégral is
y= x C + < p (C )  (2)

muta (A):
l> We get the same resuit [ 'O '  P ~ ~ \ T x i  ’ ç= J t ]  from for-

C x dx *| _  Ç x dx
„ J 1+JK* \  1+**
$ x d x t J +C ,  l e  J

—L =+c,l KT+IîssfKT+P+c,) VT+P
Kl*** J■U

v=

X  d x
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Besides, Clairaut’s équation has a singular intégral 
(Sec. 483), which is obtained by eliminating the parameter t 
from the équations

x =  — <p'(t), y =  — t<t'(t)+<f(t)  (3)
The general intégral (2) is depicted as a family of straight 
lines tangent to some curve L. The singular intégral is de­
picted by the curve L 
itself [Eqs. (3) represent 
it in parametric form].

Example. The équation
y = x y '  — y'2 (la)

is Clairaut’s équation. Its 
general intégral

y = C x — C2 (2a)
is depicted as the colle­
ction of straight lines 
(Fig. 475) tangent to the 
parabola

y = T x * w

Eq. (4) is a singular intégral. It is obtained in the follow- 
ing manner. In the example wehave<p(f) =  — t2, <p' (t) =  — 2t 
and Eqs. (3) assume the form

x = 2 t ,  y = t 2 (3a)
Eliminating /, we get (4).

Explanation. Using Eq. (la) as an illustration, we shall 
show how the équation of a singular intégral is obtained.

The curve L which is tangent to the intégral curves (2a) 
will itself be an intégral curve (because its direction is eve- 
rywhere coincident with the field direction). To find the cur­
ve L, note that it must hâve one common point N (x, y) with 
each of the straight lines

y = C x —C2 (5)
The quantity C is constant for each straight line (5) but 
varies from line to line so that the coordinates x, y are func- 
tions of C. Let us find these functions. Since the point 
N (jc, y) lies on the straight line (5), we must hâve an identity:

ÿ = C x — C2 (6)
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Since the directions of L and (5) coïncide at the point N,
the differentials dy, dx must hâve the same ratio as the
differentials dx, dy of the coordinates of the straight line (5), 
that is we should hâve

d ÿ = C d x  (7)
At the same time, the differentials dx, dy must satisfy the 
equality

d ÿ =  C d x + x d C — 2C dC (8)
obtained via différentiation of the identity (6). Comparing (7) 
and (8), we'get (x—2C) d C = 0, or

~x— 2C (9)
Such is the expression of the function x. Substituting it 
into (6), we find

ÿ = C *  ( 10)

Eqs. (9), (10) differ from (3a) in notation alone.

488. Envelope

Définition 1. A set of lines is called a (one-parameter) 
family if every linecan be associated with a definite number C 
(parameter of the family) so that a continuous change in the 
parameter C is associated with a continuous change in the 
line. An équation of the form

f ( x , y , C ) = 0 (1)
where f (x, y, C) is a continuous function of three arguments 
x, y, C, represents a family of lines in a plane. The separate 
lines of the family correspond to separate values of C.

Eq. (1) is called the équation of the family.
Example 1. The équation

y = C x —C2
represents the family of straight lines shown in Fig. 475. 
The slope of the straight line is taken as the parameter of 
the family.

Example 2. The équation
( x - C )2 +  y 2 =  i

represents a family of circles of radius 1 with centre on the 
x-axis (Fig. 474). The abscissa of the centre is taken as the 
parameter.
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Example 3. The équation
jt2 +  y2 =  C2

represents a family of circles with centre at 0 (0 , 0). The 
radius is the parameter.

Définition 2. The envelope of a given family is a line 
tangent at each of its points to one of the Unes of the family.

In Example 1, the envelope is the parabola «/ =  -— x2
(cf. Sec. 487); in Example 2, the envelope is a pair of straight 
lines: y = ±  1; in Example 3, there is no envelope.

Theorem. The envelope of family (1) belongs to the so- 
called discriminant curve, which is the locus 
of points satisfying the équations

f ( x . y , C ) = 0, fc (xy y , C )= 0  (2)

for ail possible values of C. If C is élimina- 
ted from Eqs. (2), we get the équation of the 
discriminant curve.

Note 1. It may happen that the discri­
minant curve is only partially covered by 
the envelope, and it may even happen that 
the discriminant curve exists, but the family 
(1) has no envelope.

Example 4. The discriminant curve of the 
family of straight lines y = C x — C2 is given 
by the system

y —Cx—C2, x —2C =0
Eliminating C, we get the équation

y =  x2.The discriminant curve is a para­
bola which coïncides with the envelope of 
the family (cf. Example, Sec. 487).

Example 5. The discriminant curve of the family of circles 
( x - C ) 2 +  y2 =  \ 

is given by the system
(x—C)2 +  g2 =  l, — 2 (x—C) = 0

Eliminating C, we get the équation y 2 — 1. The discrimi­
nant curve (the pair of straight lines y = ±  1) coïncides with 
the envelope (cf. Sec. 483, Example 2).

Example 6. The discriminant curve of the family of se- 
micubical parabolas (y— C)2= x 3 (Fig. 476) is the straight 
line x = 0 , but this family has no envelope.

Fig. 470
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Note 2. If family (1) portrays the general intégral of some 
differential équation, then the envelope represents a singular 
intégral. If there is no envelope, there is no singular intégral.

489. On the Integrabillty of Differential Equations

In Secs. 482-487 we considered the most important types 
of first-order équations whose solution reduces to finding the 
intégrais of known functions. l) We say that such équations 
can be reduced to quadratures.

However, in practical situations we encounter first-order 
équations which are not reducible to quadratures. Such cases 
are more offen encountered in the solution of équations of 
higher order. Approximate methods are used to solve équa­
tions that are not reducible to quadratures (see Secs. 490- 
492 below).

490. Approximate Intégration 
of Flrst-Order Equations by Euler’s Method

Let there be given an équation

y ' — f  (*. y ) (i)
with the initial conditions x = x 0, y =  y0. It is required to 
find its solution in some interval (x0, x). Divide this interval 

into n parts (equal or unequal) 
by a sequenceof points xlt x2, . . 
x n - i  (Fig 477).

On the subinterval (x0, we
put

y = y » + f ( * o. yo)(x—x0) (2)

that is, in place of the desired 
intégral curve M 0K 0 we take its 
tangent line M 0M X.

At the point x = x x we obtain 
an approximate value of the requi­
red solution

ÿi=Vo+ /(*». yo)(*i — *o) =  y»+  /(*». </o)Ajc„ (5)
*) These intégrais may not be expressible in terms of elementary 

functions (Sec. 309).
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On the subinterval (xlf x2) we put

y=yi+f(xi, yt)(x—x,)
That is, in place of the desired intégral curve M 0K 0 we take 
the tangent line M XM 2 to the intégral curve M XK\  (a double 
error thus occurs: the tangent départs from the curve
Afi/Ci and this curve does not coïncide with the desired 
line M0Ko). Continuing this process, we obtain a succession 
of approximate values:

yt=ÿi + l(xl, yi)bxly 
y 3 = y 2 + f ( x t ,  j/2) A x 2>

y n = y n - i  +  y n - J C i X n - i

Sufficient refinement in partitioning the given interval will 
yield any reqüired degree of accuracy, but at the expense of 
much work. For this reason, Euler’s method is employed 
only for rough approximations. Mostly, it is advantageous 
to divide the interval (x0, x) into equal parts.

Example. Find an approximate solution to the équation

y ' = \ x y

in the interval (0 , 1) with the initial data x0 =  0, y0 =  1 
[here f (x, y) = - 5- .^ ]  .

Solution. Divide the interval (0, 1) into 10 equal parts 
so that

Ax0 =  Ajci = .  . . =  Ajc9=0.1  

UsLng formulas (3) and (4), we find successively:

y i = y o + Y x °y° ^ o = 1 H - 4 ' 0 , 1 *0 *1 =  1»

y  2 =  y i  +  "y * 1 ^ 1  A*i =  1 H— * 0.1 • 1 * 0.1 =  1.005

and so on. The computations are arranged according to the 
following scheme:
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X y Ay=~Y x y  Ax True value of y

0 î 0 l
0 . 1 î 0.005 1.0025
0 . 2 1.005 0 . 0101 1 . 0 1 0 0
0 .3 1.0151 0.0152 1.0227
0 .4 1.0303 0.0206 1.0408
0 .5 1.0509 0.0263 1.0645
0 . 6 1 .0772 0.0323 1.0942
0 .7 1.1095 0 .0392 1.1303
0 . 8 1.1487 0.0459 1.1735
0 .9 1.1946 0.0538 1.2244
1 . 0 1 ."2484 1.2840

A table of the approximate solution is built up from the 
first two columns. The given équation also admits an exact 

y x _ L X,
solution via the formula cdx, whence y = e A

1 o
The corresponding values of y  are given in the last column. 
A comparison with the first column shows that the error pro­
gressive^ increases and at x = \  reaches 2.9%.

491. intégration of Dlfferentlal Equations by Means of Sériés

The solution of the équation

</'=/(*. y )  0 )
with initial conditions x = x 0t y = y 0 may be sought in the 
form of a sériés arranged in powers of x —xQ; that is, in 
the form

y = ÿ o + C i ( * — * o ) + c * ( * — * » ) *  +  • • -+c„(x—x „ ) «  +  . . .  ( 2 )

the factors clt c2, . . . . . are found by the method of
undetermined coefficients (Sec. 307) or by other methods.

The sériés method in application to differential équations 
was systematically employed by Newton (Sec. 292). In con- 
trast to Euler’s method, which gives the solution in the form 
of a table (Sec. 490), the solution here is obtained as a for­
mula. However, the formula is useless outside the interval 
of convergence of the sériés. Theoretically, certain cases are 
possible when the solution cannot be expressed by a sériés
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(cf. Sec. 400). The problem was theoretically investigated 
by Cauchy. S. Kovalevskaya l) investigated the analogous 
problem for partial differential équations.

Despite the above-indicated restrictions, the power-series 
method is of great practical significance.

Example. Find the solution of the équation

y'=-Yxy (3)
with initial conditions x0 =  0 , y0= l .

Solution. According to formula (2) we put
!/=1+c,*4-C 2*2 +  c3*3+ c 4x* +  . . .  (4)

The coefficients clt c2, c3, . . .  are as yet unknown. Diffe- 
rentiating (4), we get

y ’ =  ci ~h2c2x +  3c3x2 +  4c4x3 + .  . .  (5)
Substituting (4) and (5) into (3), we obtain

Cj-f 2cix +  3c3x* +  4ctx3+ .  . . = — JC+4-ci-«! +  -5-c^ 3+ - < 6)

Now equate the coefficients of like powers of x. This yields 
the relations

ci — 0, 2c2 =  -y , 3c 3 = —  clt 4c 4 = —  c2, . . .  (7)

From them we successively find the coefficients

c%— 0 . Ct —-J  , cs= 0 , c4= ^ 5  , c , = 0 , . . .  (8)

The required solution is of the form

y= , +T'*S+Î2'*4 +3ÏÏ4 ■**+•• • 9̂)
For x = l  we get y  «  1.2839 (cf. Table, Sec. 490). The

X1
expansion (9) coincides with the expansion of the function e4 :

* 4 = , + - t - + 2 t ( - t )  + 3ï ( t - )  + ‘ "  (10)

*> S. V. Kovalevskaya (1850-1891), celebrated Russian mathe- 
matician. She obtained important results in mathematics, mechanics 
and theoretical physics; her writings aiso include works of fiction and 
journalism.



730 HIGHER MATHEMATICS

Alternative solution. Different iating successively (3), 
we find

y " — \  (x y ) , z = Y  (>*)

y ” ' = { ^ y + \ xy ‘ ) ' = y ' + T xy"> <12>

</*v== ( y , H—5"*^' ) ,==-r  y“ xy”' <13)
and so forth. Substituting into (3) the initial values *o=0»
y0=  1, we find y'0 =  0 , then from (11) we get

" 1  . 1  ' 1  
j / o = - ! / o + 7 ¥ o = y

ln the same wTay we find

y'o= o. yl< ? = f

etc. Substituting the values found into the Taylor sériés 
" IV

y = y o + y ' 0x + - 2 T x2 

we again get the sériés (9).

492. Formlng Dlfferentlal Equations

The procedure of forming a differential équation according 
to the conditions of a problem (geometrical, physical or 
technical) is that we express mathematically a relationship 
between variable quantities and infinitésimal incréments in 
the quantities. At times a differential équation is obtained 
without considering incréments, since they hâve been considered 
earlier. For instance, in representing velocity by the expres­
sion v =<j i  we do not invoke the incréments As, A t, but they 
are actually taken into account because

ds__
dt~~ lim

M - +  o

As
Â7

When forming first-order differential équations, infinitési­
mal incréments are immediately replaced by the corresponding 
differentials. The error committed in so doing is automati- 
cally eliminated in the passage to the limit, as will be shown



D 1FFERENTIAL EQUATIONS 731

in the note that follows. Generally, any infinitésimal can be 
replaced by its équivalent; say, an infinitésimal arc by the 
corresponding chord or vice versa.

There are no exhaustive rules for the formation of differen- 
tial équations. As in the forming of algebraic équations, 
ingenuity is often required. Much dépends on theskill acquired 
in doing exercises.

Example 1. A tank contains 100 litres of brine with 10 kg 
of dissolved sait. Every minute, two litres of brine flow out 
of the tank and three litres of fresh water are added. Mixing 
maintains the same concentration of sait throughout the tank. 
How much sait remains in the tank after one hour?

Solution. Dénoté by x the quantity of sait in the tank 
(in kg), by t the time reckoned from an initial instant 
(in min).

During a time interval dt a total of (—dx) kg of sait 
leaves the tank [x is a decreasing function of time, hence, 
dx is a négative quantity and (—dx) is a positive quantity].

In order to form the équation, let us compute the loss of 
sait in a different way. At time t the tank has (100 +  0  
litres of liquid (31 litres flowed in and 2t litres flowed out); 
the brine contains x kg of dissolved sait. Thus, one litre of
the brine contains -fôïï+7 kg of sait. During time dt 2dt litres 
of brine leave the tank; hence, the quantity of sait dimini- 
shes by

ï ï ï ô + 7 ’2^

We get the differential équation
• 2 x d t  

dx 100 + / (1)
Separating the variables and taking into account 
conditions /o =  0, x0= 10, we get

the initial

X  t

r d x  C 2d t

(2)) x 100+/
10 0

that is
10 0 100 + / 

ln « = 21n  100 (3)
or

10_/  1 00 + / \2
x l 100 J (3a)
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Substituting / =  60 into (3a), we find the required quantity 
of sait: x zi 3.91 (kg).

For less rounded data it is best to take formula (3). Multiplying 
both sides by the modulus M (Sec. 242), change fr6m natural loga- 
rithrns to common logarithms.

Note. When we formed Eq. (1) we allowed for two errors: 
first, we took dx and dt in place of Ax and At, second, we 
assumed that during time dt the loss of sait amounted to
~ ^ 7 *2d/ kg, i. e. that the concentration of the solution of 

brine is equal to during the entire interval (/, t-\-dt).

Actually i f  is only at the onset of the interval, and
then proceeds to decrease. But these two errors are automa­
tisai y compensated for.

Indeed, during a small interval of time (/, /+ A f)  the 
concentration of the brine solution differs but slightly from
:■* ; rrr—- ; hence, during this time the amount of sait di- i uJ + 1 litre
minishes roughly by the amount / litres. We thus hâve 
the approximate équation

— Ax zi 2jc A/ 
100 + /

or
A JC _  2 jc
A/ ~ “  100 + /

This approximate équation is the more exact, the less is At; 
in other words, — is the limit of the ratio ^  as1 00+ /  A/
At —<■ 0. This limit is the dérivative . Hence, the dériva­

tive is exactly equal to —
dx 2x
dT 100 +  /

This exact équation is équivalent to Eq. (1).
Example 2. A pier is being constructed for a bridge. It is 

to be 12 métrés high and hâve circular horizontal sections. 
The pier is calculated for a load of P = 9 0  tons (in addition
to its own weight). The density of the material y = 2 .5  .

The admissible pressure is £= 300  —J}î m Find the areas of the
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-coer and lower bases, and also the shape of the axial sec- 
* -rr. of the pier (for maximum saving in materials used).

Solution. For a permissible pressure of fc=300 t̂ n,s- the 
t:ea s0 of the upper base can withstand a load ks0\ by 
••pothesis, ks0 =  P. Consequently,

So= - £ = | ^ = 0.3 (sq. m) (4)

The area s of the horizontal 
section increases with falling level 
recause, aside from the load P, 
ne area s is acted upon by the 
jrove-lying part of the pier.

Dénoté by x the distance of a 
section s (MN  in Fig. 478) from 
ne upper base. Isolate infinitésimal 
r.orizontal layer MNnm. The area 
d î  its lower base mn exceeds the 
area of the upper base MN  by ds.
Therefore, at the lower base the 
iimiting load is kds  times that 
ot the upper base. On the other 
r.and, the load mn is gréa ter than 
ne load of section MN  by an amount equal to the weight 
}f the layer MNnm , that is, by ysd x .X) We get the differen- 
tial équation

k d s = y s d x  (5)

Séparating the variables and integrating (initial condl-
:,ons: x = 0 , s =  s0), we get

S - T - i J *  »
s0 0

whence

~ ^ = T x  CT)

ln order to find the area sx of the lower base, it is neces-
sary to substitute x =  12 (for so= 0 .3 , v = 2 .5 , fc =  300). Going

M We assume that the layer M N n m  is cylindrical (the erroi is ol 
bigher order than dx).
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over to common logarithms (Sec. 242), we get

l° 6 '0 ' = A 1 ' W ‘ 12 (8 )

whence s1=0 .33  (sq. m).
The shape of the axial section is given by the équation of 

the meridian BD. Dénoté the radius of section M N by y\ then
—  = ( —- ) 2- and Eq. (7) yieids

X ,
2 l n o r  y = y 0e2k (9)

That is the équation of the meridian. Curve (9) is called 
a logarithmic curve.

493. Second-Order Equations

A second-order differential équation has the general form 
< * > (x ,y ,y ' ,y* )= 0  (1)

The équation solved for y” is of the form
y " = f ( x , y , y ' )  (2)

It is assumed that the function f (x, y, y') of the three argu­
ments x. y, y' is uniquely defined and continuous in some 
range of these arguments.

As a rule,1} spécification ot the initial values x = x 0, 
y =  y0, y' =  yo (lying in the range under considération) defines 
a unique solution of Eq. (2).

Geometrically, a unique interval curve passes through the 
given point M (x0> y0) in a given direction.

The corresponding solution of Eq. (2) is called a parti- 
cular solution. The collection of ail particular solutions is 
termed the general solution. An attempt is made to represent 
the general solution in the form of some function

i/=q> (jc, Clf C2) (Cj and Ca are constants) (3)
capable of yielding any particular solution (for appropriately 
chosen values of Cu C2).

Note. An infini ty of intégral curves (one in each of the 
possible directions) pass through the given point M (x0t y0).

l ) The only possible exception is the case when at least one of the 
dérivatives fy  (x, y. y ) ,  f y, (x, y t y ’) is discontinuons or does not exlst.



D1FFERENTIAL EQUATIONS 735

Example. For the initial values x0= l ,  y0=  1, y0 =  2, find 
tre particular solution of the équation

yn= *  (4)
Solution. Rewrite the given équation as

Taking into account the initial conditions, we hâve J dy' =
2

X

=  Jxdx, that is, =  Again allowing for the ini-
i

y *
-al conditions, we get The recluired

i i
rarticular solution is

x* . 3 2
6 2 X 3 (6)

Alternative method. From (5) we find

y' =  Ç  +  Ci (7)
and from this

y = ' - § - + c  i*+ C j (8)

The function (8) is the general solution because for approp 
riately chosen values of Cv  C2 it yields any particular solu­
tion. Thus, substituting into (7) and (8) the given initial 
values, we get

2 = - f + c i- i = - r + c i + c 2 <9)
whence we find

Substituting these values into (8), we again get the particular 
solution (6).

Caution. By far not every solution containing two arbitrary 
constants is a general solution. For example, the function

V=-Ç+Ct*—Ct (x  — (10)
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is a solution of Eq. (4) but does not contain ail the particular 
solutions; thus, the solution (6) is not obtainable from (10) for 
any values of C3, C4. Hence, the solution (10) is not a general 
solution. This is already évident from the fact that the two 
constants C3, C4 “are not essential”, that is, they may be replaced 
by one. Indeed, formula (10) may be written as

y=-^~Jr (^3— C4) * + 1  

Denoting C3—C4 by Cl9 we get

y=-^-+clx+i 
This solution is obtained from the general solution (8) for C2 =  1.

494. Equations of the nth Order

An nth order équation solved for y {n),
yin) =  f(x,  y , y \  y ”, . . . ,  y (n~l))

has as a rule (cf. Sec. 493) a unique solution for given initial 
values x0, y0, y'Qt . . . ,  Such a solution is called a parti-
cular solution. The set of ail particular solutions is called 
the general solution. We try to represent the general solution 
in the form

y—v(x< c 2........ cn)
Not every solution containing n constants is a general 

solution (cf. Sec. 493, Caution).

495. Reduclng the Order of an Equation

Occasionally, a differential équation of second or higher 
order allows for reducing the order. The following two cases 
are the most important.

Case 1. The équation does not contain y. Then for the 
unknown function we take y f.

Example 1. Integrate the second-order équation
(1 + * )* * + * '= 0  (1)

Solution. Taking y' for the unknown function, we re- 
w rite  ( 1) as

( 1 + * ) - z r + y ' = 0 (2)
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This îs a first-order équation (in the unknown function y'). 
Multiplying by dx, we obtain a total differential équation 
(Sec. 484) so that the general intégral of Eq. (2) is

( 1 + * ) * ' = ^  (3)
Now let us return to the earlier unknown function y  and

write Eq. (3) as

(1 + * )  ■jj = ci (3«)

Integrating (3a), we find
i / ^ I n O + x J  +  C, (4)

This is the general solution of Eq. (1).
Case 2. The équation does not conta in x. Then we again 

lake y ' for the unknown function, but for the argument we 
take y (in place of x). The dérivatives of second and higher 
order are thereby transformed by the formulas

y
dy1   d y  dy dyf ,
dx dy dx dy ^ (5)

and so forth.
Example 2. Integra te the second-order équation

^  +  0 = 0  (7)
Solution. Applying formula (5), we transform (7) to

y 'dy ' +  y d y  =  0 (8)
This is a first-order équation (the variables are y and y'). 
The general intégral of Eq. (8) is

ÿ's + y * = C Î (9)
Returning to the earlier variables x, y , write (9) as

Integrating, we find

du

V c \ - y
±dx ( 10)

arcsin j £ - = ± ( x + C ,)
whence

y = C l sin(jc +  C2)
(the sign ± is included in the constant CJ.
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This is the general solution of Eq. (8); it may be trans­
formée! to

t/ =  C3 sin x-j-C^ cos x
where

Cg — Cj cos C2, — Cj sin C2

496. Second-Order Unear Dlfferentlal Equations

A second-order linear équation is one of the form
y" +  P( x) y '  +  Q ( x ) y = R ( x )  (1)

where the -functions P (*), Q (*)» P (x) do not dépend on y.
If R(x)  =  0, then Eq. (1) is called an équation with right- 

hand member zero\ 1] if R (x) ?= 0, then it is termed an équa­
tion with right-hand member.

The homogeneous équation
y”+ P ( x ) y '  +  Q ( x ) y = o  (2)

has the following properties.
Theorem 1. If a function <p! (jc) is a solution of Eq. (2), 

then the function C1q>l (x) (Cj a constant) is also a solution.
Theorem 2 . If the functions (p1 (x) and <p2 (x) are two 

solutions of Eq (2), then the function (x) +  <p2 (x) is also
a solution/

Corollary. If <pj (x), <p2 (x) are two solutions of Eq. (2), 
then (x) +  C2cp2 (*) (Ci and C2 constants) is also a solution. 

Example 1. Consider the homogeneous linear équation

ÿ ' + 7 ï ' - 7 » = °  0 )

Having convinced oneself by vérification that the functions x 
and — are solutions, we conclude that the function

y =  C1x-\~Ci y

is also a solution of Eq. (3).
Note J. The solution y =  C1q*i (x) +  C2<p2 (x) will not always 

be a general solution. Thus, the functions (pi (x )=3x  and 
q)2 (x) =  5* are solutions of Eq. (3), the function y = C 1q>1(*) +  
+  C2cp2 (*) =  (3 ^  +  502) x is also a solution, but not a general

A linear équation with right-hand member zéro is also called 
a homogeneous équation. See footnote on p. 720.
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section (the two constants Cl t C2 are not essential; cf. Sec. 493, 
jtion).
Sote 2. The solution y =  Cl(pl (x)-^-C2(p2 (x) will not be 

z general solution if the functions (x), q>2 (x) are linearly 
upendent, that is if they can be connected by the relation

Oi<Pt (*)+aa<Pj(*)=0 ('!)
ihere at least one of the constants al% a2 is nonzero.

But if the solutions <pt (jc), q>2 (x) are linearly independent, 
e. if the relation (4) is possible only when both constants 

a2 are zéro, then the function
ÿ = c l<p1 ( x ) + c 2«p2(*)

. !elds a general solution.
Example 2. The solutions (x) =  3jc and <p2 (jc)=5x of 

Eq. (3) are linearly dépendent because for ^ = 5 ,  a2 =  — 3 
for ^ = 1 0 ,  a2 — —6 , or for ^  =  15, a2= —9, etc., we 

get W +  Û292 W =  0 .
The solutions <p1 (x) =  3x and <p2 (jc) = ---- ~  are linearly

independent because the relation (4) is possible only for 
- l =  a2 = 0. Accordingly, the solution y =  3Clx-{-5C2x is not
a general solution but the solution y =  3Cxx — ̂  is a general
solution.

The foregoing refers solely to homogeneous llnear équations.

The nonhomogeneous équation
yn +  P( x) y '  +  Q( x ) y  =  R(x)  (5)

has the following property.
Theorem 3. If a function / (x) is one of the solutions of 

Eq. (5), then its general solution is
t/ =  Cicpi (x) +  C & i(x )  +  f (x) (6)

where Ti W and T2 W are two linearly independent solutions 
of Eq. (2), i. e. of the corresponding homogeneous équation. 

Example 3. Consider the équation

y " + T y ' — ^ y = * x (?)
Convincing ourselves by vérification that the function 

f ( x ) = x 3 is its solution, we conclude that the general solution 
of Eq. (7) is (cf. Example 1)

y =  Clx-\r C2 -|-*3



740 H 1GHER MA T H EMA T ICS

Theorem 3 may also be stated as follows: the general solu­
tion of a nonhomogeneous linear équation is the sum of some 
particular solution and the general solution of the correspondtng 
homogeneous équation.

Note 3. A second-order (homogeneous or nonhomogeneous) 
linear équation can be reduced to quadratures only in spécial 
cases, which include the practically important case when the 
coefficients P (x) and Q (x) are both constants (see Secs. 
497-499).

497. Second-Order Linear Equations wlth Constant Coefficients

The équation
!T + py' + (?y = R W  (D

where p and q are constants and R (x) dépends solely on x 
(or is a constant) is called a second-order linear differential 
e/juation with constant coefficients. Eq. (1) can always be 
reduced to quadratures. And when R (x) =  0 (homogeneous 
équation), the solution is not only reducible to quadratures, 
but is also always expressible in terms of elementary functions 
(see Sec. 498).

498. Second-Order Homogeneous Linear Equations wlth Constant 
Coefficients

Let us consider the équation

/  +  P /  +  W = 0 (1)
where p , q are constants. We shall seek a solution of the form

y=erx (2)

Substituting(2) into(l), we find that the number r must satisly 
ttie équation

r* +  pr +  q =  0 (3)
This is called a characteristic équation.

There can be three cases.
Case 1. — 9 > 0. The characteristic équation (3) has

two distinct real roots r lt r% r l % — — -- ±  j / ” (y )*  — q
In this case we hâve two linearly independent (Sec. 496, 

Note 2) solutions: y =  ert*. y =  er*x. The general solution 
will be

y  =  C xer i * + C %er** (4)
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Example 1. Find the general solution of the équation
8y” -}-2y' — 3y =  0 (5)

and also the particular solution for the initial conditions
* o = 0 , y0= — 6, yo =  7.

Solution. The characteristic équation
8r2-\~2r — 3 =  0 (6)

has two distinct real roots:
_  1 3

r i  —  T '  r 2 — “ T
1 3

T x  — T  xThe functions y = e  , y = e  give two linearly inde-
pendent solutions. The general solution of Eq. (5) is 

_1_ __ 3_

y = C ,e 2 i + C ,«  4 * (7)

To find the particular solution, compute the dérivative y':

_L __3_

/ = | c i e 2 f-C *  4 1 (7a)

Substituting the initial data into (7) and (7a), we get 
the System

- 6 - C i  +  C,. 7 = - i -C 1— f-C ,

From it we find ^  =  2, C9= —8 . The desired particular 
solution is

1 3
- s - *  — T x

y = 2 e 2 — 8e 4

Case 2. — q = 0 .  The characteristic équation has two

equal roots( rx =  r2 =  —“f")
In this case, the solutions y = e r»*, y = e r*x are linearly 

dépendent (they coïncide). But now, besides the solution
D

~~9~ *y =  e £ , there is the linearly independent solution
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----9~ Xy = x e  . The general solution will be

—
y ^ C i  +  C ^ e  2 (8 )

Example 2. Find the general solution of the équation
y" +  4 y ' + 4 y = 0  (9)

and the particular solution for the initial conditions xo= 0 .5 ,
I/o=0.5, y ’o = —4.

Solution. The characteristic équation
r2 +  4r +  4 = 0

has the equal roots r1 =  r2= —2. The functions y = e ~ 2x, 
y = x e ~ 2x yield linearly independent solutions. The general 
solution of Eq. (9) is

y = { C i  +  C2x )e ~ 2x (10)
Differentiating, we find

y' =  [ —2Cj +  C2 (1 —2x)] e~ 2x (10a)

Substituting the initial data into (10) and (10a), we get 
the System

0.5= (C 1 +  0.5C2) r » ,  —4 =  —2C1e~1

From this we find C1= 2e, C2=  — 3e. The desired particular 
solution is

y =  (2e—3ex) e~2x
or

y =  ( 2 —3x)e1~2x 

Case 3. — Q < 0. The characteristic équation has
a pair of complex-valued roots:

r l , 2— -----Y  ±  P * (11)

where

ln this case, the expressions

erix, er*x ( 12)
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do not hâve real values for any real value of x, except x =  0 . 
But we can now use the functions

__ p_ x  p_x

y = e  2 cos P*, y = e  2 sin px (13)

Substituting them into Eq. (1), we are convinced that each 
of the functions (13) is a solution of Eq. (1).

In Sec. 498a it is shown how the solutions (13) are derived from 
complex-valued solutions of the form ( 12).

The solutions (13) are linearly independent and therefore 
the general solution will be

y = e  2 (C1 cos px +  C2 sin fix) (14)
or, in an alternative form,

£

y = C 3e 2 sin(C4 +  P*) (14a)
(where C8 sinC4 =  C1( C3 cosC4= C 2).

Example 3. Find the general solution of the équation
yn+y'+y= o (15)

Solution. The characteristic équation
r2 +  r + l = 0  (16)

1 V  3has the imaginary roots r1 2  = ---- ^  ±  - j -  i .  The functions

4 *  V "3 . -4" *  . v ~ zy = e  * co s—y ~ x and y = e  * s in — x

yield linearly independent solutions. The general solution 
of Eq. (1) is

_  j _  _

y —e 2 ( C j c o s ^ x + C ,  sin-L ^*) (17)

or
__i_ _

y = C ÿ e  2 sin ( c 4+ L p x )  (17a)

Example 4. Find the general solution of the équation
y’+ j/= o
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Solution. The characteristic équation r % - f - l = 0  has the
imaginary roots r l 2= ± i  ^here P = l , ---- 2- =  0 ^.
general solution is (cf. Sec. 495, Exam ple 2) 

y = C 1 cos x + C a s in *

498a. Connection Between Cases 1 and 8 In Sec. 498

The particular  solutions of the form

<P»(*)=*V. <p,(*)=** [  r i , t = - - j -  ±  | / ( y )  (1)

which were used' in Sec. 498 for Case 1 can also be used for Case 3 
if we introduce complex-valued numbers into the discussion and 
dehne the complex power of the number e, as was done in Sec. 409. 
Jhen formulas ( 1) wlll be wri tten as

<Pi (*) - e
( - T +P0

<P* (x)=e
( - T - )

(2 )

where 3 and are real numbers, The expre­
ssions (2 ) represent a pair of complex-valued functions of the real 
argument x. Since these functions are differentiated by the ordinarv 
rules (Sec. 408). they are solutions of the équation y”+ p ÿ  + qy= 0 
in Case 3 as well. These solutions do not satisfy us since they are 
not real. But from them we can dérivé real solutions. Indeed, applying 
Euler’s formula (Sec. 410) we can represent the solutions (2) in 
the form

Vt (*)=*“* (cos P* + ï *ln px), (3)
<Pi (x) = eax  (cos f i x - t  sin fix) (4)

The function C|<p, (x) + C,<p, (x) is a solution for any constant 
values^of Clt Ct (Sec. 496). Puttlng first C, = ÿ  , C,=x-i- and then

, C, = -^- another time, we get two real solutions:
ax <xx , „

e cos pjc and e sin fut

They were the ones which were used in Case 3. Sec. 498.

499. Second-Order Nonhomogeneout Llnear Equations 
ttlth Constant Coefficients

The general solution of a nonhomogeneous équation

y"+py' + qy=R(x) ( i)
js obtained with the aid oi quadratures from the general
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solution of the corresponding homogeneous équation
y”+py'+<iy=o (2)

by the general method given below in Sec. 501. But in many 
practical cases of importance the aim is attained in a much 
simpler fashion.

First find some particular solution f (x) of the given 
Eq. ( 1), then add f (x) to the general' solution of the corres­
ponding homogeneous Eq. (2). The sum is (Sec. 496, Théo- 
rem 3) the general solution of the given équation.

The following three rules are used to find the func- 
tion f (x).

Rule 1. If the right-hand member R (x) of Eq. (1) is of 
the form

R(x) =  P(x)e** (3)
where P (x) is some polynomial of degree m, and if the 
number k is not a root of the characteristic équation

r* +  pr +  q = 0 (4)
then Eq. (1) has a particular solution of the form

y* =  Q(x)e** (5)

where Q (x) is some polynomial of the same degree m [the 
asterisk on y is used to distinguish the particular solution 
y*=zf(x) of Eq. ( 1) from its general solution].

The coefficients and the constant term of the polynomial 
Q (x) may be found by the method of undetermined 
coefficients.

Note 1. If the factor P (x) is a constant (a polynomial 
of degree zéro), then Q (x) is also a constant.

Note 2 .The rule can be extended to the case when R (x) 
is a polynomial (i.e. k =  0). Then the solution (5) is also 
a polynomial.

Example 1. Find the general solution of the équation

v’ - - y ' — - y = 3 e 2 * (6 )

Solution. The characteristic équation

r* - T ' - T = °  (7)

has the roots ^ = 1, r% =  — so that the general solution
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of the corresponding homogeneous équation is
J _

ÿ = C 1e* + C 2e 2 (8 )

[the bar over y is used to distinguish the general solution 
of Eq. (2) from the general solution y of Eq. ( 1)].

It remains to find some particular solution y* of Eq. (6 ). 
The right-hand member of (6 ) has the form (3), and P ( x ) = 3
(polynomial of degree zéro) and the number fc =  -L is not a
root of the characteristic équation (7). By Rule 1, Eq. (6 ) 
has à solution of the form

1~7T x
y* =  A e z (A a constant) (9)

Substituting (9) into (6 ), we find

{t a- t -t a- t a) ^ X= ^ X (10)
1

— - X
Equating the coefficients of e 2 , we get

A =  — 6  (11)
The desired solution y* is

y * = - 6e 2 * (12)

The general solution of Eq. (6 ) is
-JL _I

y =  ~ÿ +  y * = C 1ex + C 2e 2 —6 e 2 (13)

Example 2 . Find the general solution of the équation 

y '— 3y' +  2y =  x*+3x  (14)

The characteristic équation

r2—3r-f-2= 0

has the roots ^ = 1, ra =  2  so that (with the notation of 
Example 1)

y  +  < ; , * * * (15)
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The right-hand member of Eq. (14) is of the form (3), and 
P (jc) =  x2 +  3jc and the number k = 0  is not a root of the 
characteristic équation. We seek a solution of the form

y* =  Ax2 +  Bx +  C (16)
Substituting into (14), we get the équation

2Ax2 +  (2B — 6A)x +  2C—3B +  2 A = x 2 +  3x (17)
Equating the coefficients of like powers of x, we get 

the System
2/1 =  1 , 2 5 —6/1 =  3, 2C—35 +  2 /1= 0  (18)

from which we find A =  -—, 5 = 3 ,  C = 4  so that

y* =  Y * i + Z x + 4  (19)

The general solution of Eq. (14) is

y = y + y , = C le* +  Cieî* + ± - x *  +  3x +  4 (20)

Note 3. For the équation y"—3y' =  jc2 +  3jc l) it would be 
useless2) to search for a particular solution of the form (16) 
because the number /s =  0  is now a root of the characteristic 
équation (r2— 3r =  0). The conditions of Rule 1 break down 
and we hâve to apply Rule 2.

Rule 2. Let the right-hand member of Eq. (1) be of 
the form

R (jc) =  P (x) e*x (21)
where P (jc) is a polynomial of degree m, and let the number 
k be a root of the characteristic équation r2-\~pr-\- q =  0 . 
If this root is single (i.e. one of the distinct roots), then 
Eq. (1) has a particular solution of the form

y* =  xQ(x)ek* (2 2 )

where Q (jc) is a polynomial of degree m; if k is a double

l) The équ a t io n  is solved in E xam ple  3 below.
Though no error  would  occur. In an a t t e m p t  to find a solu tion 

of the  form y*=Ax* + B x + C ,  we get the  following équat ion  in place 
of (17):

- 6 / U + ( 2 A - 3 £ )  =  x* + 3x

l t  is im possible  to  equate  coefficients of like powers of x, since the 
r igh t -hand  m em ber con ta in s  a second-degree term  which is absent  in 
the  le f t-hand member.  The a t t e m p t  falled b u t  no error was com m it ted .
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root of the characteristic équation (i.e. one of two equal 
roots), then Eq. (1) has a solution of the form

y * = x 2Q(x)ekx (23)
Notes 1 and 2 remain valid.
Example 3. Find the general solution of the équation

/ _ 3 y '  =  x* +  3* (24)
and also the particular solution for the initial conditions

*o =  ° .  0 0 = 1 »  i/o = 3
Solution. Hère, P (x) =  x2 +  3x and the number k =  0 

serves as a single root of lhe characteristic équation
r2—3r =  0

(r1 ==3, /"g =  0). Eq. (24) has a particular solution of the form 
y* =  x (Ax2 +  Bx +  C) =  Ax3 +  Bx2 +  Cx (25)

Proceeding as in Example 2, we obtain the System 
— 9 A = 1 ,  — 6B +  6A =  3, — 3C +2fl =  0

from which we find A =  — B = — , C =  — ^  so that

* i • 1 1 • n
i ' = - T JC Î 8 Jt 27JC (26)

The general solution of Eq. (24) is

(27)

Differentiating, we get

(27a)

Substituting the initial values into (27) and (27a), we obtain 
the System

i - C s + c , .  3 = 3

92 11which yields — Ca =  — gj; the desired particular
. . .  9 2  1 -  11 ,  11 11

solution is y = j î é s*—- ÿ x Tâx 27x ~ s î  ■
Example 4. Find the general solution of the équation 

y"—2y' +  y = x e *  (28)
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Here, P(x) — x and the number k = \  is a double root 
of the characteristic équation r2 — 2 r + l = 0 .  Eq. (28) has a 
particular solution of the form

y* =  x2 (Ax +  B) e* =  (Ax* +  Bx2) ex (29)
Substitute (29) into (28); the terms in x3 and x2 vanish 

of themselves and we get the équation
(6Ax +  2B)ex =  xex (30)

Equating coefficients of like powers of x, we get the 
System 6.4=1, 2 B = 0  so that

y* =  --- x3ex

The general solution of Eq (28) (see Sec. 498, Case 2) is 

!/ =  (Q +  C2*) « *  +  ÿ  x3e* (31)

Rule 3. Let the  r lght side of Eq (1) hâve the form

R ( x ) = e aX \ P l (x) cos Px + P ,  (x) sln P*] (32)
where  P x (x) and P t (x) are  polynomia ls  of degree m, and m,.

Two cases are possible:
(1) the  complex num bers  a  ±  p/ are  not roots  of the  charac te r is t ic  

équat ion  r* + p r  + <7 = 0;
(2) the  num bers  a  ±  Pl are  roo ts  of th is  équat ion .  ») 
in the hrst case, Eq (1) has a solu tion of the  form

y * = e ax [ Q t (x) cos p x +  Q t (x) sin Px] <33 )

where  Q t (x), Q t (x) are  po lynom ia ls  the  degrees of which do not 
exceed the  highest  degrees of m . ,  m t .

In the  second case, Eq (1) nas a solu tion of the form

y* =  xeax  [Q ,  (x) cos p x +  Q t (x) sin px] (34)
Example 5. Find  the  general so lu tion  of the  équat ion

y " + y =  10e® sin 2x (35)

Here ,  P x (x )=0 ,  P , ( x ) = 1 0  (i. e. P x (x) and  P 2 (x) are polynomia ls  
of degree zéro), a = l ,  p = 2 .  The complex num bers  a  ±  p / = l  ±  2 i are  
not roots  of the  charac te r i s t ic  éq u a t io n  r * + l = 0 .  Eq (35) has a p a r ­
t icu la r  so lu tion  of the  form

y * = e v {A cos 2x + B sin 2x) (36)

S u b s t i tu t in g  (36) in to  (35) we a r r ive  at the  équat ion
T ( -2 A  + 4B) cos 2 x + ( - 4 A - 2 B )  sln 2x] ex= \ 0 e *  sln 2x <37)

*) The case when only one of the numbers  oc ±  p/ is a root of the  
équat ion  r* + pr + q =  0 is impossible  (for real values of the  coefficients 
P» Q)‘
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and get the System
— 2/1 + 4B =  0, -  4 A ~ 2 B =  10

whlch  ylelds A = ~ 2 ,  B =  - 1  so tha t

(2 cos 2x + sin 2x)
The general so lu t ion  of Eq. (35) is

y = C x  cos x + C f sin x ~ e x (2 cos 2x + sin 2x) (38)
Example 6. F lnd  the  general so lu tion  of the  équat ion

y" + y  = 4x sin x  (39)

Here , P x ( x )= 0 ,  P f (x) =  4x [the  hîghest  degree of the  polynomia ls  
P , (x) ond P ,  (x) is f irst l,  a = 0 ,  0 =  1. Tne complex num bers  a  ±  01 =  ±  i 
are  roots  of the  c h a rac te r i s t ic  équat ion  r * + l = 0 .  Eq. (39) has  a par-  
t icu la r  so lu t ion  of the form

g * = x  [ ( Axx + B x) cos x + ( i 4 , x + B , )  sin x]*=
=  {Axx l + B xx) cos x + ( A , x , + B,x) sin x (4°)

S u b s t i tu t in g  (40) in to  (39), we get the  équat ion
[ 4 A 1x + ( 2 B ,  +  2i41)] cos x + [ - 4 ; 4 1x + ( - 2 B 1 + 2.A,)] sin x = 4 x  sin x (4 1 ) 
and o b ta in  the  System

4Af = 0, 2 B 1 + 2i41 = 0, - 4 A X = 4, - 2 B x + 2 A t = 0 
whlch ylelds  Aj =  - 1 ,  B ,  =  0, A,  =  0. B t = l  so th a t  

g* =  - x *  cos x + x  sin x 
The general  so lu t ion  of Eq. (39) is

y = C x cos x + C,  sin x + x  ( - x  cos x+ s ln  x) (42)

Note 4. It the  r lgh t  s lde  of Eq.  (1) con ta in s  a sum where  each 
te rm  is of the  form (21) or (32) , then  Eq. (1) has a p a r t i c u la r  so lu­
tion  co n s t l tu t in g  a sum of express ions  of the  form (5), (22), (23), 
(33). (34). The coefficients are  found as in E xam plès  1 to  6.

600. Llnear Equations of Any Order

A llnear équation of order n is an équation of the form

y in)  + P x (x) ÿ(rt~ 1)+ . . . + P n (x) (x) <!>
If p  (x) = 0, then (1) is called an équation wtth right-hand mem- ber zéro (or homogeneous équation), if R  (x) ¥= 0, then it is an équa­tion wlth right-hand member (or nonhomogeneous équation).
The properties of second-order linear équations (Secs. 496 to 499) 

are extended to higher-order linear équations in the following manner.
If <Pi (x), <p, (x), < ..< pn (x) are solutions of the homogeneous

équation
y n)  + P x (x) . . .  + P n (x) y = 0 (2)

then the fonction

y - C x<9x (x) + C,<p* (x)+ . . . + C n<pn (x) (3)
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1s also a solution.  This so lu tion  wi11 not be a general so lu tion  if the 
so lu tions (x), <p* (x), . . . ,  <pn (x) are  l in early  dépendent, l.e. are 
connected by the  re la t ion

a1cpl (x) +  a 2<p2 (*) + • • • + ûn<Pn (*) = 0 (4)
where, of the constan ts  a lt a2...........an, there  is a t least one nonzero
constant.

But if the  so lu tions  <j>j (jc), (p2 (x), . . . .  q>n (jc) are  linearly  inde- 
pendent,  i.e. if Eq. (4) is possible  only when ail the  constants  a x, 
a t , . . an are zéro, then (3) is the  general so lu t ion  of Eq. (2).

The general solu tion of Eq. (1) is ob ta ined  from some p a r t lcu la r  
so lu tion by ad jo in ing  it to the general so lu t ion  of Eq. (2).

A homogène ou s linear équation wlth cons tant  coefficients

y {n)+ P \ y {n~ l ) + P i y {n~ 2) +  . . .  + p ny = o  <5 )
is solved w i th  the aid of the characteristic équation

rn + p lrn - ï + p 2r n - i + . . . + p n= 0  (6)

I. If ail the roots  r lt r 2............r n of the charac te r is t ic  équat ion
are real and  single, then the  general so lu t ion  of Eq. (5) is

_ r .x  _ r 2x _ r nx n \y - C xe 1 + C 2e 2 + . . . + Cne n l'*

II. If some one real root  r has m u l t ip l l c i ty  k (r,  —r 2— . . . =ric), 
then in formula (7) the  Corresponding k te rms are replaced by the 
term

(Cl + C2x +  . . . erv (8)

I I I .  If the  charac te r is t ic  équat ion  has a pair  of single complex- 
conjugate  roots ( r1>ï= a  ±  p /).  then the  corresponding pair  of terms 
in formula (7) is replaced by the  term

eax  (Ct cos $x + C-, sin Px) <9 >
IV. If some pa ir  of complex conjugate  roots has m u l t ip l ic i tv  k, 

then the  corresponding k pairs  of te rm s in (7) are replaced by the 
sümmand

eax [(C1 + C2x +  . . . +CitXk -  l ) cos Pjc +
+ ( D t + D 2x + . . . +Dicjc*” 1) sin PjcJ

Example. Consider the  équat ion

y III. IV. V + y^V + 2y'" + 2y” + y' + y  =  0
Its charac te r is t ic  équat ion

r5+r4 + 2 rs + 2r* + /’ + 1 = 0 (12>
has a single real root r = - l  and  a pa ir  of double  conjugate  imagi- 
nary  roots  r = ± t .  The general solu tion of Eq. (11) is

y = C te - x + {C2 + C,x) cos jr + (C4 + C4x) sin x 
Fbr a honhùmogeneous linear équation with constant coefficients

y i n ) +Piyl n ~ 1] + • • +p ,m =R (x) (14)
the general solu tion is ob ta ined ,  by m e jn s  of quadra tu res ,  from the
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general solu tion of the c o r r e s p o n d i s  homogeneous équat ion  by 
a method exp la ined  in Sec. 501. But  if the r i g h t h a n d  member R (x) 
has the  form P (x) e** [P (x) is a po lynom ia l] ,  or the  more general  
form

e*x  [ P t (x)  cos Px + P ,  (x) sin px]

or représenta  a sum of te rm s of s imlla r  form. then the so lu t ion  Is 
slmplified.

I.  Let
R M  <*“  (15)

where  P  (x) is a po lynom ia l  of degree m. Then Eq. ( 14) has a p a r t lcu la r  
so lu tion  of the  form

y> =  Q (x) e** (16)

where  Q (x) is a poly nom ia l  of degree m, provided th a t  the  num ber 
k is not a root of the  charac te r is t ic  équat ion  (6). O therwise.  Eq. (14) 
has a p a r t icu la r  solution of the  form

0* =  x*g(x)**® (17)

where  / is the  m u l t ip l ic i ty  w i th  whlch k en te rs  Into the  num ber of roots  
of the  charac te r is t ic  équat ion  (cf. Sec. 499, Ru les 1, 2 and E x a m p ­
les l to 4).

II. Let
R (x)e<ax \ p \ cos 3*+Pi U) 3*1 (18)

where P ,  (x) and P ,  (x) are  polynomla ls  of degree mt and m a. Then 
Eq. (14) has a pa r t icu la r  so lu tion  of the  form

g* »***  [ Q t (je) cos p x +  Q t  (x) sin Px] <19)

where  (x), Ç ,  (x) are  polynomla ls  the  degrees of whlch do not 
exceed the  htghest  of the  degrees m t and  m , ,  p rov ided  th a t  the  romp- 
lex numbers  a ^ p i  are  not roots  of the  cha rac te r i s t ic  équ a t io n  (6), 
o therwise  Eq. (1) has a p a r t icu la r  so lu tion  oi the  form

y*=x^«ax  [ Q t (x) cos P x + Q a (x) sin px]  <2°)

where  / is the m u l t ip l i c i ty  w i th  which  the  pa ir  of roots  a  ±  pf 
en te rs  in to  the num b er  of roots  of the  charac te r i s t ic  équ a t io n  (cf. 
Sec. 499, Rule 3 and E xam ples  5, 6).

501. Method of Variation of Constante (Parameters)

The general solution of a nonhomogeneous linear équation 
is obtained from the general solution of the corresponding 
homogeneous équation with the aid of quadratures. To do 
this we employ the following device.

In the general solution of the homogeneous équation we 
replace ail arbitrary constants by unknown functions, then 
differentiate the expression obtained and subject the unknown 
functions to supplementary conditions that simplify the form
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of the successive dérivatives. Substituting the expressions of 
the dérivatives y \  y\  y"' and so forth into the given equa- 
tion, we get yet another condition imposed on the unknown 
functions. Then it proves possible to find the first dériva­
tives of ail unknown functions and it remains to perform 
the quadratures.

This method is applicable to linear eau a t ions of any order 
bot h with constant and with variable coefficients. In Siée. 488 
it was applied to a first-order linear équation. Here* we coro» 
aider an équation of the second order:

\ f + P ( x ) y '  +  Q ( x ) y = R ( x ) (1)
Let the general solution of the corresponding homoge» 

neous équation be
y = C 1<p1 (x )+ C 2(p2 (x) (2>

We seek the general solution of Eq. ( 1) in the form of (2 ), 
now treating Cx and Ct as unknown functions of jc.

Differentiating (2 ). we find

(*) +  Ca<pt (x) +  Ct<pt (x) +  Ciq>t (x) 0 )
We introduce the supplementary condition

C i t P t W + C i q J t  (x) =  0 (4)

Then the form of the first dérivative is simplified and we 
hâve

y' = C t<pi (x) +  Cfcpi ( x )  (5)

Differentiating once again, we get

Sf= Ci<Pi W +  C|ipi (xJ-f-C ^ (x) (8)
After substitution of expressions (2), (5) and (6 ) into Eq. (1), 
ail ternis in C, cancel (because the function y=<px (x) is 
a solution of tne équation ym +  Py' +  Q y=0];  in the saine 
way ail the terms containing C, cancel and we get one more 
condition:

c y x(x)+C't <P'tJ( x) =  R(x) (7)
Conditions (4) and (7) permit find ing the expressions of the
dérivatives CXt C% and it remains to perform the quadra­
tures.

Example. Consider the équation 
/ + y  =  tan x (la)
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The general solution of the corresponding homogeneous 
équation is

y =  C1 cos x-\-C2 sin x (2 a)
where Cx and C2 are arbitrary constants. We seek a solution 
of (la) in the form (2 a), now treating Cx and C2 as unknown 
functions.

Conditions (4) and (7) become
Ci cos * + C2 sin x =  0, — Ci sin x-\-C2 cos x — tan x (3a)

Whence we find

Ci = — tan x sin x, C2 =  sinx;

CY =  J — tan x sin x dx -f- C3, C2=  J sinjtdjt +  C4

(C3, C4 are constants). In the given case, the intégration 
can be performed in terms of elementary functions. Substi- 
tuting into (2 a), we get the general solution

y = ( l n  , f̂ n% +  8 in* + C i)  cos* +  (— cosx +  C4) sin x =  

= c°s * in , c+0^ x +  C3 cos x + C t  sin x

502. Systems of Dlfferentlal Equations. Llnear Systems

A System of differential équations is a collection of équa­
tions in several unknown functions and their dérivatives, 
each équation having at least one dérivative. In practical 
cases, one deals with Systems where the number of équations 
is equal to the number of unknowns.

A system is called linear if the unknown functions and 
their dérivatives enter each of the équations only to the first 
powef. A linear system is of normal form when it is solved 
for ail dérivatives.

Example I. The system of differential équations

l £ - = X- y + * . t \  (1)

—  = - 4 x - 2 j /  +  4 / + l  (2)

is linear and is of normal form.
In this example we hâve a linear system with constant 

coefficients (the coefficients of the unknown functions and 
their dérivatives are constant).
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We can eliminate from the linear System ail unknowns 
(and their dérivatives), except one, by adjoining to it the 
équations derived by différentiation. The resulting équation 
wi 11 contain one unknown function and its dérivative of first 
and higher order. This équation will also be linear and if 
the original System was a System with constant coefficients, 
then the higher-order équation thus found will hâve constant 
coefficients.

Finding the unknown function of this équation, we sub- 
sti tu te its expression into the given équations and find the 
remaining unknown functions.

Example 2 . Solve the linear System of Example 1.
Solution. To eliminate y and , differentiate (1). This

yields

- £ - = - £ L- 4 r + 3' (3)
From Êq. (1) we find the expression of y in terms of /, x
and substituting into (2 ), we get the expression in
terms of the same quantities. Substituting this expression
into (3 ), we get a second-order linear équation:

-57T+-3T—6* = 3'2- ' — 1 W

By the method given in Sec. 499 we find its general solu 
tion:

x = C ie*‘+ C 2e - « - 4 - < 2 (5)

This expression is substituted into Eq. (1) and we find the 
second unknown function

y = - J j L + x  +  ± t *  =  - C 1e*t +  4Cte - 3t-ï-t* +  l (6 )
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503. Strophoid

1. Définition and construction. The rieht strophoid1' (or 
simply strophoid) is defined as follows: lake two mutually 
perpendicular straight Unes AB, CD (Fig. 479) and on one 
of them take a point A; through this point draw an arbit- 
rary straight line AL intersecting CD at point P. On AL lay 
off segments PMlt PM2 equal to OP (O is the point of inter­
section of A.B and CD). The 
(rigf 
of p

The oblique strophoid (Fig. 480) is constructed in a simi- 
lar manner but AB and CD intersect at an angle.

The strophoid was probably first considered by Rober- 
vaJ1 2) in 1645 under the name pteroid. 3) The présent name 
was introduced by Midi in 1849.

1) From  the  Greek word m ean ing  “ to tu rn ,  tw is t”.
2) Roberval is the  pseudonym  of the  French scholar G. Persone 

(1602-1675) from the v il lage  of Roberval .  He is one of the  founders  
of the  method of in f in i tes imals ,  invented  scales nam ed  af te r  hira.

8) F ro m  the Greek word m ean ing  “w in g ”.

U \l/
Fig .  47» Fig .  480
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2. Stéréométrie construction. Imagine a cylindrical surface 
wiln axis CD (Fig. 479) and radius AO. Through point A 
draw an arbitrary plane K  perpendicular to the plane of the 
drawing (the straight line AL is the trace of this plane). At 
the intersection we get an ellipse, the foci M2 of which 
describe a right strophoid.

The oblique strophoid is built in similar fashion; but 
here the cylindrical surface is replaced by a conic surface, 
the axis of the cône (05 in Fig. 480) passes through 0  per­
pendicular to AB\ the straight line UV passing through B 
parallel to CD is one of the génératrices. The points M lt M% 
are foci of the corresponding conic section; the oblique stro­
phoid lies on both sheets of the conical surface and passes 
through the vertex 5 of that surface.

3. The équation in Cartesian coordinates (with origin at 
0, Jt-axis directed along the ray OB\ A 0 = a ,  </ AO D =a;  
when the strophoid is obliaue, the coordinate system is ob­
lique, the y-axis is directed along the ray OD):

y2 (x—a) — 2x2y cos a - f  x2 (a-{-x)=0  (1)
For the right strophoid, Eq (1) reduces to the form

The équation in polar coordinates (with pôle 0  and polar 
axis OX):

__ a cos 2<p
P cos <p

Rational parametric représentation (u =  tan<p):

y = û“ ( ^ T i )
4. Peculiarities of shape. Point 0  is the node; *> the tan­

gents to the two branches passing through 0  are mutually 
perpendicular (both for the right and the oblique strophoid). 
For the oblique strophoid (Fig. 480) the straight line UV 
serves as an asymptote (in the case of infinité recession down- 
wards). Besides, UV is tangent to the oblique strophoid at 
the point 5, which is équidistant from A and B.

In the right strophoid, the point of tangency 5 goes off. 
to infinity (recession upwards) so that the straight line UV 
(Fig. 479) serves as asymptote to both branches.

The node of a curve  is a p o in t  through which the curve  passes 
two or more Urnes in different d irec t ions .
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5. The radius of curvature at the node of the right stro- 
phoid is

R0 = a V 2 = O N  (Fig. 479)
6 . Areas and volumes of a right strophoid. The area S1 

of loop A O M a is
S , = 2a3 — 5-Jtaa

The volume Vx of a solid generated by rotation of the 
loop about the x-axis is

F, =  juj3 ^2 ln 2 — ^  «  0.166a3

The area S2 between the branches OU', OV' and the 
asymptote (this area extends to infinity but has a finite mag­
nitude) is

Sa= 2a3+ -y  nas

The volume of the solid generated by rotation of the 
figure U'OV'VU about the x-axis is of infinité magnitude.

504. Cissoid of Diocles

1 . Définition and construction. On the line segment O A =2a  
as diameter, construct a circle C (Fig. 481) and draw through 
A a tangent UV. Through O draw an arbitrary straight line 
OF intersecting UV at F; this straight line will again inter- 
sect the circle C at point E. Lay on segment FM, equal to 
chord OE, on the straight line OF from point F in the di­
rection of O. The curve described by point Af when OF is 
rotated about O is called the cissoid of Diocles after the 
Greek scholar who lived in the second century B. C. and 
introduced this curve as a graphical solution of the problem 
of doubling (duplicating) the cube.1*

2. Historical background. Diocles defined the cissoid by 
means of a different construction. He drew the diameter BD 
perpendicular to OA\ point M was found at the intersection 
of the chord OE and the straight line GG' parallel to BD 
drawn from point G symmetric to E about BD. The Diocles 
curve therefore lay wholely within the circle C. It consisted 
of the arcs OB and OD. If curve BOD is closed by the se-

l) ln  this  p roblem  it ls required to find the edge of a cube whose 
volume is twice th a t  of a given cube.
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micircle BAD described by point E, we hâve a figure shaped 
like an ivy leaf. Whence the name “cissoid” (which in Greek 
means “ivy-shaped”).

In about 1640 Roberval (and, later, Sluze *>) noticed that 
the cissoid continues without bound beyond the limits of the 
circle if the point E also describes the other semicircle BOD\ 
then M lies on the continuation 
of the chord OE. However, the 
name “cissoid of Sluze” that 
Huyghens suggested did not 
stick.

3. Equation in rectangular 
coordinates (with origin at O, 
axis of abscissas the jc-axis):

r = 2a ~ x

In polar coordinates (with 
pôle O, polar axis OX) we hâve

__2a sln* <p
^ co* <p

The rational parametric 
resentation (u=tancp) is

rep-

2 a 
: 1 + u» »

2û
u (1 +u2)

4. Peculiarities of shape. The
cissoid is symmetric about OA, 
passes through points B, D 
and has asymptote UV ( x = 2 a);
O is a cusp-point1 2) (radius 

Construction of tangent. To 
cissoid at its point M, draw MP J_OM. Let P, Q be points 
of intersection of MP  and the straight lines OX, OY. Lay off 
from point P on the continuation of segment QP a segment 
P/C =  PQ. Construct KN || MO and ON || QP. Join “  
the point N of intersection of KN and ON. The 
line MN is the normal to the cissoid. The desired 
MT is perpendicular to MN.

5. Tne area S of the strip between the . cissoid and its 
asymptote (this strip extends to infinity) is finite; it is three

of curvature P 0 = 0 ). 
construct a tangent to the

M and 
straight 
tangent

1) René F. W. de Sluze (1622-1685),  Dutch  schola r,  follower of 
Descartes.

2) For a defini Mon of cu$p-po in t  see Sec. 507,  I tem  4.



760 H I G H E R  M A T H E M A T IC S

times the area of the generating circle C:

S =  3jiû3

6 . The volume V of the solId of révolution of the above- 
indicated strip about the asymptote UV is equal to the vo­
lume V' of the solid of révolution of the circle C about the 
same axis (Sluze):

y =  l/' =  2 ji*a»
When this strip is rotated about the axis of symmetry 

we get a splid of infinité volume.
7. The centre of gravity H of the strip between the cis- 

sold and its asymptote UV divides the segment OA in the 
ratio OH:HA =  5:1 (Huyghens).

8 . Relationship with para bol a. The locus of the feet of 
perpendiculars dropped from the vertex of a parabola (ya =  2 px) 
onto its tangents is the cissoid

505. Leaf of Descartes

1. Historical background. In 1638 Descartes, in an attempt 
to réfuté Fermais rule (which he misunderstood) for finding

tangents, suggested that Fermât 
find the tangent to the line 
x*~\~y* =  nxy. In our ordinary 
interprétation of négative coor- 
dinates, this curve, which in the 
18th century wasgiven thename 
of tbe folium of Descartes (leaf 
of Descartes), consists of a loop 
OBAC (Fig. 482) and two infinité 
branches (O/, OL). But it was 
Huyghens who first (1692) rep- 
resented it in this form. The 
curve x*-\~y*=nxy had up till 
then been depicted in the form 
of four petals (one of thesebeing 

OBAC) symmetrically arranged in the four quadrants. It 
was thus given the name “flower of jasmine”.

2. The équation of the leaf of Descartes is usually writ- 
ten as

*3 -t-y3 =  3ûJcy U)
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The coefficient 3a expresses the diagonal of the square 
whose side is equal to the largest chord OA of the loop so 
that

OA=-^r  V 2 (2)

In polar coordinates (with pôle O and polar axis OX) the 
équation is

3a cos <p «In <p
P = cos* <p + sln* <p (3)

The rational parametric représentation (u =  tan is
3 au   3 au*

1 +u> ’ 1 +u* (4)

Peculiarities of shape. Point 0 is a node. The tangent 
lines passing through O coincide with the coordinate axes.

The straight line OA (y = x ) is the axis of symmetry. The 
point A farthest from the node is called thevertex.
The straight line UV (x-\-y +  a =  6) is the asymptote of both 
infinité branches.

3. Equation with respect to the axis of symmetry. U the 
axis of symmetry OA is taken as the x-axis and if we direct 
the x-axis from the node O (origin) to the asymptote UV 
(Fig. 483), tlien the leaf of Descartes wili be given by the
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équation

y = ± x y r (5)

where l =  3<L —OA. 
V 2

The corresponding équation in polar coordinates is
^ ____ /  ( s i n *  < p - c o s *  <p)

P  3  s i n 3 <p +  c a s 3 <p

The rational parametric représentation (u =  tan<p) is
U (U*- 1)
3u*+ 1

4. Radius of curvature: at the vertex, Ra =
y = ‘

3  a

3  a l
8 V~2 = f ; a t

the node, R0= ^ = - ^  .

5. The area Sj of the loop and the area S2 (infinité) of 
the strip between the infinité branches and the asymptote 
are equal and are given by the formula

6 . The largest diameter of the loop is

B C = —  V 2 ÿ ~ 3 — 3 »  0.448/ 

Its distance from the node is

DO =  — Ÿ  3 «  0.577/

7. Construction. To construct a leaf of Descartes with 
diameter of loop /, draw a circle A  of radius A O  =  l and 
a straight line G H  parallel to 4 0 . Then draw straight li- 
nes A A '  and O E  perpendicular to A O  and mark the points 
A \  E  of their intersection with G H .  Finally, lay off on ray 
O A  the segment O F  =  Z O A  and draw the straight line F E .  
The required line is now constructed from points as follows.

Through O draw any straight line O N  and through point 
N where this line meets (a second time) the circle draw 
N Q  || A A ' .  Join point Q, where N Q  intersects the straight 
line OF, to A '  and mark the point K  where Q A ' inter­
sects F E .  Draw the straight line A K  to intersection with the 
straight line G H  at the point Q ' .  Finally, lay off on the 
straight line O A  the line segment OF, equal to segment A’Q'
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and in the same direction. The straight line MXM2 drawn 
through P parallel to AA' will intersect the straight line ON 
at point Mv  This point (and also point A42 which is sym- 
metric to it about AO) belongs to the sought-for line.

When point N emanating from 0 traverses circle A coun- 
terclockwise, point M x describes the trajectory LOCABOI.

506. Versiera

1. Définition. Let there be constructed (see Fig. 484) on 
a segment OA =  a (as diameter) a circle and let the half- 
chord BC be continued to point A4 defined by the proportion

BM:BC =  OA:OB

When point C traverses the circle 0CxC2, point A4 descri­
bes a curve called the witch of Agnesi or versiera, after the 
Italian scholar Donna Maria Gaetana Agnesi (1718-1799) 
who considered this curve in a manual on higher mathematics 
(1748) that was widely used in its day. 2

2. Construction. Agnesi suggested the following simple 
construction of the yersiera. Let L be the point of intersec­
tion of the straight line OC and the straight line UV tan­
gent to the given circle at the point A (vertex of the ver­
siera). Draw straight Unes LM || AO and CB || AL. The 
point A4 of intersection of LM and CB lies on the versiera. 
In doing the construction, it is well to bear in mind the pecu- 
liarities of the shape of the versiera (see below).
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3. The équation (with origin at 0; the tangent line X'X 
to the generating circle at point 0  is the x-axis) is

_  a»
 ̂— a* + **

(a =  0A is the diameter of the generating circle).
4. Peculiarities of shape. The diameter OA is the axis of 

symmetry of the versiera, which lies entirely on one side of 
the straight line X'X. This line is asymptotic to the ver­
siera. The versiera has two points of inflection: Mx »

— ̂  — -p|-> They are constructed as indicated
above if point C is brought to coincidence with one of 
the points Clf C2  ̂ACX =  AC2 = —)• The an6 *es a i» 
made by the tangents MXF, M2F with the axis X'X  are

3  Vr _ 3found from the formula tan a 1 2  =  ~  To construct the
tangent Unes MXF, M2F, it is sufficient to lay off the segment 
/4F=--- on the continuation of the diameter OA.

At the vertex A, the centre of curvature K of the ver­
siera coincides with the centre of the generating circle so
that the radius of curvature Ra =  AK =  y - Therefore near
the vertex A the versiera is practically coincident with the 
circle.

5. The area 5 oi the infinité strip between the versiera 
and its asymptote is equal to four times the area of the ge­
nerating circle: S = jiû 2 (cf. Sec. 327, Example 4).

6 . The volume V of the solid of révolution of the versiera 
about the asymptote is eoual to the doubled volume Vx of 
the solid of révolution o! the generating circle about the 
same axis:

The solid of révolution of the versiera about the axis of 
symmetry has infinité volume.

7. Historical background. The curve given by the équa­
tion y — first encountered in Fermat’s works. In
the thirties of the 17th century he found the area bounded 
by an arc of this curve, by two ordinates and the axis of 
abscissas (at that time the problem was of considérable dif-
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ficulty since methods ol intégration were just being develo- 
ped). A construction of the versiera and a number of its 
properties were given in 1718 by the Itaiian scholar G. Grandi, 
who gave it the name “versiera”. In Itaiian this word means 
“witch”, and Grandi, undeterred by the ambiguity of the 
word, generated the term sinus versus (versed sine): in 
Grandi’s day, the segment BC was called the sine of the 
arc OC, and the segment B A was called the versed sine. 
The curious name of witch of Agnesi which is still encoun- 
tered in . mathematical works apparently has no historical 
justification.

507. Conchold of Nicomedes

1. Historical background. Nicomedes, an ancient Greek 
scholar who lived between 250 and 150 B. C., gave the name 
conchoid to the curve (PAQ in 
Fig. 485) because of its si- 
milarity to the shape of a mussel 
shell. He introduced this curve 
as a graphical solution to the 
problem of trisecting an angle a.

As we now know, this prob­
lem can be solved with stra- 
ightedge and compass only 
for a specially chosen angle a
flor example for a = y ^ .T h u s ,
tne problem of trisecting an
angle a = - 3' cannot be solved
with straightedge and compass 
alone (that is, if we construct 
only straight Unes and circles).
However, the problem can be 
solved if we invoke other cur- 
ves, for instance the conchoid.
To construct it, Nicomedes built 
a spécial instrument called a 
conckoidograph.

2. Définition and construc­
tion. Given: point O (pôle),
a straight line UV (base line) and a segment 1. From the 
pôle O (Fig. 485) draw an arbitrary straight line ON which 
intersects the base line at point N. On ON lay off, on
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either side of N, the line segments NMl =  NM2 =  L The 
locus of the points Mlt M2 is now called the conchoid of 
Nicomedes. The curve described by the point lying on the 
continuation of the segment ON beyond point N (point M x 
in Fig. 485) is called the outer branch of the concnoid; the 
curve described by the other point (Ma in Fig. 485) is cal­
led the inner branch.

Note. Nicomedes himself (and later mathematicians up to 
the end of the 17th century) gave the name conchoid to 
the curve which is now termed the outer branch. The inner 
branch was regarded as a spécial curve and was called the 
second, third. or fourth conchoid, depending on the pecu- 
liarities of it$ shape (see below).l)

3. The eqiiation (with origin at the pôle O, the jc-axis 
directed along the ray OB, and point B as the projection 
of the pôle on the base line) is

(x — a)2 (x2 +  y2) =  l2x* (1)

where a (==OB) is the distance from the pôle to the base 
line.

Strietly speaking, this équation represents a figure consi- 
sting of two branches of the conchoid and the pôle O, which 
ma y not belong to the locus defined above (see Fig 487 
below).

The équation in polar coordinates (with pôle O and polar 
axis OX) is

p =  —— M (2)
r  C O S  ( P  1 '  '

where <p varies from a value <p0 to <p0 +  2 jt, and the point 
M (p, (p) describes both branches of the conchoid. When <p
passes through the value the point M makes a jump
from the outer branch to the inner branch (goes to infinity 
upwards and “appears” trom below). The transition is simi-
lar for <p =  ̂  from the inner branch to the outer branch. a)

l) Taken  separa te ly ,  ne l the r  the ou te r  branch  nor the inner branch 
can be  represented  by an algebra ic  équat ion .

a) In Eq.  (2), the  rad ius  vector p takes  on bo th  pos i t ive  and  né ­
ga t iv e  values (see Sec. 73, Note  2). To avo id  th is ,  we can use the
équ a t io n  p = -------  ±  l in place of (2). However,  when / >  a (Fig. 485)cos (p
pos i t ive  values of p on the  inner branch are  a t t a in e d  because when M g 
passes th rough the nodal po in t  its pola r angle <p jum ps  by ± n .  As
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Unlike Eq. (1), Eq. (2) represents a figure containing 
only those points which satisfy the définition of the con- 
choid.

The parametric équations are

* =  a + / cos <p, y =  a tan <p-}-/ sin <p (3 )

4. Peculiarities of shape. Theconchoid is symmetric about 
the straight line OB\ this line intersects the conchoid at 
point O and at two other points: A, C (vertices). The base 
line UV is asymptotic both to the inner and the outer branch. 
The shape of the conchoid (its inner branch) is essentially 
dépendent on the relationship between the segments a ( =  OB) 
and / ( =  BA).

(1) When l:a > 1 (Fig. 485), the inner branch has a loop 
(OCAf2); the point O is a node.

The slope of the tangent Unes OD, OE at the node is

To construct tangents at the point O it suffices, at points D 
and £  on UV, to strike arcs of radius / from the centre O. 

The gréa test diameter GH of the loop is

GH =  2 ( l a /% — a/* *7-) : ( /*'• +  a,/*),/, (4)

lt is associated with the abscissa jro = 0 £ =  (/2a),/# — / and 
the polar angle qpç, defined by the formula cos cpo =  —(a:/)^*. 
In Fig. 485, where / : a = 2, we hâve

GM «  1.11a, xq « —0.59a, cos cpG =  — p^0.5, 
y G «  142°30'

(2) When l : a =  1 the loop of the inner branch shrinks to 
the pôle O and becomes a cusp l) (Fig. 486); the tangent at 
this point coïncides with OX.

a resuit ,  the range  of the  angle <p consists ol the  in te rval ^ ,

+ — ^ and ol some port ion  of the  in te rval ^  Besldes,

for cer ta in  values ol <p we hâve  to take both  signs ±  in iront of i ,  
for o ther  va lues,  only the plus sign

•) A cusp of a curve is a poin t  on the curve such tha t  the  direc­
tion  of motion  along the  curve is reversed in the form of a Jump.
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(3) When l:a < 1, the inner branch does not pass through 
pôle 0  (Fig 487); this point is an isolated pointl) of 
curve ( 1).

5. Points ot inflection. There are two points of inflection 
P, Q on the ou ter branch (Figs. 485-487). On the inner 
branch, there are points of inflection (P', Q' in Fig. 487)

y u

Y
Fig .  487

only when the pôle is an isolated point. The abscissa xx of 
the pair of points P, Q and the abscissa x2 of the pair of 
points P', Q' may be found from the équation

—3a2x 4 - 2a (a2 — l2) = 0  (5 )
(1) For l:a > 1 ^Fig. 485), Eq. (5) has a unique root xlt 

lying between a Y  3 ( = 0 R )  and a-{-l { = 0 A )  and the doser 
to a Y  3, the less l:a differs from 1 Thus, for l:a =  2 
(Fig. 485), Eq. (5) is oi the lorm (-£ -)*—3 ( 4 ) _  6  =  0 . 
The root lies between a V~3 and 3a. Utilizing these

*) A poin t of a locus is called an isolated point  (with respect to 
t h a t  locus) if \i is the centre  of a circle w i th in  which there  are no 
po in ts  ot the given locus.
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boundaries and applying (twice) the formulas of Sec. 291, we 
find

x1 «  2.35a ( =  OS)

(2) For / : a = l  (Fig. 486), Eq. (5) assumes the form 
x3—3a2x = 0 .  It has three real roots x ^ a  Y  3, x2 = 0 , 
x3 = - f l / 3 .  The first yields the abscissa OR of the points 
of inflection P, Q; the second 
is associated with the cusp O; 
the third is not associated with 
any point of the conchoid.

(3) For l:a < 1 (Fig. 487),
Eq. (5) has three real roots, 
of which the first x!( =  OS) 
lies between a ( =  023) and 
a Ÿ  S( =  OR)\ neither does it 
exceed the line segment a +
+  / (  =  OA). The second root 
x 2 (z=OZ) lies between a — Z 
(z=OC) and a (both roots are 
the doser to a, the less Z:a 
differs from zéro). The third root 
x3 is négative. The root x1 give$ 
the abscissa of the points P, Q; 
the root x2> the abscissa of the 
points P', Q'. The root x3 is not 
associated with any point of the 
conchoid. Thus, for /:a = 0 .5  (Fig. 487) we hâve the équation

( t ) 8 - 3 ( t )  +  '-5 = °
Between a and a +  / =  1.5a lies the root xx «  1.38a ( =  05), 
which yields the points of inflection P, Q. Between a —1 =  
=  0.5a and a lies the root x2 «  0.57a ( =  OZ); it yields the 
points P', Q'. The third root (x9 «  —1.9a) is négative.

6 . Property of the normal. The normal to a conchoid at 
a point M (Fig. 488) passes through the point N' of inter­
section of two straight lines, one of which is a perpendicu- 
lar to OM drawn through the pôle 0  and the other is a per- 
pendicular to the base line UV drawn througn the point N, 
where UV meets OM.

7. Construction of a tangent. In order to build a tangent 
to a conchoid at a point M, join M and the pôle O. Through 
the point N of intersection of the straight Unes OM, UV
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draw a straight line N N '\U V  and through the pôle O a 
straight line ON'JjOM. Joîn the point N' of intersection of 
these straight lines to M. The straight line N'M will be the 
normal to the conchoid. Drawing we get the
desired tangent line.

8 . Radii of curvaturc at the points A, C, O:

n _ ( /  + «)* n __</-«>* n l  V F ^ â *
KA =  — =  — . « 0  = ---- g~

Thus, for l = 2 a  (Fig. 485)
R/\= 4 .b a i Rc =  0.5at Ro — a 1 3

9. The\area between the asymptote and one of the bran­
ches of the conchoid (outer or inner) is infinité.

The area 5 of the loop is

S = a  V ï ^ â 2—^al In l+Vla‘~a‘ +  /2arccos -y  

Thus, for l =  2a (Fig. 485)

S = û s[ l^ 3  — 4 ln (2 + 1^ 3) + n ]  ~  0.65o2

10. Generalized conchoids. If in place of the straight line 
UV we take a curve L and otherwise retain the définition 
af the conchoid of Nicomedes, we get a new curve called 
the conchoid of the curve L with respect to the pôle O

An instance of a generalized conchoid is the limaçon of 
Pascal (see Sec. 508).

508. Limaçon. Cardlold

1. Définition and construction. Given: point O (pôle), a 
circle K of diameter OB =  a (Fig. 489) passing through the 
pôle (base-circle; it is shown dashed in the drawing), and the 
line segment L From the pôle O draw an arbitrary straight 
line OP. From point P, where the straight line OP intersects 
the circle a second time, lay ofî, on both sides of P, the 
line segments PMX =  PM2~ l .  The locus of the points Mlt 
M2 (heavy line in Fig. 489) is called the limaçon of Pascal, 
in honour of Etienne Pascal (1588-1651), father of the ce- 
lebrated French scholar Biaise Pascal (1623-1662).

The term “limaçon (i.e. snail) de monsieur Pascal” (Pas- 
caPs limaçon) was suggested by Roberval, a contemporary 
and friend of Pascal. Roberval regarded this curve as oneof 
the types of generalized conchoid (see Sec. 507).
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2. The équation (with origin at the pôle O, x-axis direc- 
ted along the ray OB) is

(x2 +  y2—ax)2 =  l2 (x2 y2) ( 1)
Strictly speaking, this équation is a figure consisting of 

Pascal’s limaçon and of the pôle O, which may not belong 
to the above-defined locus (such is thé case for curves 3 and 
4 in Fig. 489).

The équation In polar coordinates (with O as pôle and 
OX as polar axis) is

p=acos<p +  / (2 )

where 9  varies from a value <p0 to <p0 -f-2 jx. l)

l ) For l <  a (heavy line in Fig. 489), the  rad ius  vector  p can 
assume bo th  pos i t ive  an d  négat ive  values. To avo id  th ls ,  we can 
take  advan tage  of the  équat ion  p = /=ta cos (p. However,  th is  en ta i ls  
c er ta in  inconveniences s im ila r  to those po in ted  ou t  in the footnote  
r e la t ln g  to I tem 3 of Sec. 507.
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In contrast to (1), this équation represents a figure con- 
taining only those points which satisfy the définition of 
Pascal’s limaçon.

The parametric équations are

x = a  cos2 <p +  / cos <p, 
y = a  sin cp cos cp-f- sin <p

The rational parametric représentation ^w =  tan is

x =  (TT^-.l(/ + û) +  uJ(/ - û)l- 1 (

 ̂=  (TTïïî)« l^ +  û) +  “ 2 ( / — Û)1 J

3. Peculiarities of shape. Pascal’s limaçon is symmetric about 
the straight line OB. This line (the axis of the limaçon) in- 
tersects the limaçon: ( 1) at the point O (if this point belongs 
to the limaçon); (2) at two points A, C (vertices). The shape 
of the line dépends on the relationship tetween the segments 
a ( =  OB) and l (  =  AB =  BC).

( 1) When l:a < 1 (curve / is heavy; for it / : a =  1 :3), 
Pascal’s limaçon intersects itself at the node O

/  i V a* — lx\(̂ Pi 2 =  0, cos<f1>2 =  — sintpx 2=  ±  — -— J
forming two loops: an outer Joop OHA^O  and an inner 
loop OH'CxG'O. The slope of the tangent lines OD, OE at 
the nodal point is

tan a — ±  - - *"/* (  =  db \  V 2 )

To construct tangents it suffices to draw chords OD, OE of 
length / in the circle K. The points G, H of the outer loop 
most distant from the axis are associated with the value

cos (p =  Vl‘\ 8aa,~l ( »  0.62)
To the most distant points G', H' of the inner loop there 
corresponds the value

COS ( * 0 . 8 0 )  l >

M Thus,  the  polar angle of po in t  G' is the angle between OX  and 
the  ray opposite  the  ray O G \  and not the angle XOG' (see Sec. 73. 
Note  2).
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The corresponding value of the radius vector is
-Viï+Ha* + 3l , ac \

PG' =  û c°s q>G' +   ̂= --------4 ( ~  —0.45a)

(2 ) When / : a =  1 (curve 2 in Fig. 489), the inner loop 
shrinks to the pôle and becomes a cusp where motion along 
the ray OX is reversed. The points L, N farthest from the 
axis are associated with the values

n
<Ï>==T ’

3

P = T a'
3  , 3 ^ 3

x = - r a> y = ± - r - a

i0.45^. The limaçon loses the

Curve 2 is called a cardioid (heart-shaped, the term was 
first used by de Castillon in 1741). It is shown separately 
in Fig. 490.

(3) When 1 <  l:a < 2 (curve 3\ for it l:a =  4:3), Pascal’s 
limaçon is a closed curve without self-intersection; it tears 
itself away from the pôle and encloses the latter. Points 
L' and N farthest from the axis, are associated with the value

V /* + 8a2-  i f  V 2 2 - 2
C°S<P = ----- ra----- 1 = — 6—
cusp and acquires inflection 
points R , Q, to which cor­
responds the value cos cp̂  =

2 a> + /» .= -------5 5 -  • The angle
ROQ ( =  2ji— 2(p )̂, at which 
the segment RQ is seen from 
the pôle, at first increases
from zéro to 2  arccos 2^ 2 

3

( «  39°40/) as lia  increases.
To this value there corres­
ponds l : a = y  2 . As / : a incre­
ases further, the angle ROQ 
decreases and tends to zéro 
as lia  —► 2 .

(4) For l : a = 2, the inflection points vanish, merging 
with the vertex C (the curvature at C becomes zéro). The 
limaçon becomes oval in shape and retains that shape for 
ail values of l:a > 2 (curve 4; for it l : a = 7:3). The points 
L", N \  which are farthest from the axis, are associated with 
the value

4 a K - i )cos <p
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4. Property of the normal. The normal to PascaTs limaçon 
at a point M (Fig. 490) passes through the point N of the 
base-circle K, which is diametrically opposite to the point 
P, where OM meets the base-circle.

5. Construction of a tangent. To construct a tangent line 
to Pascal’s limaçon at a point M, join M and pôle O. Join 
N of the base-circle K , which is diametrically opposite to 
point P, to M. The straight line MN  will be the normal to 
the limaçon. Drawing MTJ^MN, we get the desired tangent 
line.

6 . The radius of curvature at points A, C, O is

The last expression assumes that /< :a  (for / > a, the 
point O is isolated from the limaçon). In particular, for the 
cardioid ( /  =  a, points O and C coincide) we hâve

7. Areas. The area S described by the radius vector of 
the limaçon in one complété rotation is

(Roberval).
In the absence of a loop (/ ^  a), S expresses the area 

bounded by the limaçon. In the case of a loop, we hâve the 
équation

where Sx is the area bounded by the outer loop (including 
the area of the inner loop), S2 is the area of the inner loop 
alone; separately, the areas 5 lP S2 are expressed as

Ra =  y  a, Rc =  R o ==Q

S — Si -j- «S2

(5a)

(5b)

where <p2 =  arccos — . T a
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For the cardioid
S ( = S 1) = } n a >

That is, the area of the cardioid is equal to six times the 
area of the base-circle.

8 . In the general case, the arc length of Pascal’s limaçon 
is not expressible in terms of elementary functions. For the 
cardioid, the arc length s reckoned from vertex A (<p=0) is

s =  4a sin -|-

The length of the entire cardioid is 8a, i. e. it is equal 
to eight times the diameter of the base-circle.

9. Relationship with circle. The locus of the feet of per- 
pendiculars dropped, from some point O, onto tangents to 
a circle of radius r centred at B is Pascal’s limaçon. If 
point O lies in the plane of the circle B, then O is the pôle 
of the limaçon, the base-circle is constructed on the seg­
ment O B = a  as diameter; the constant line-segment l , which 
is laid off on the polar ray, is equal to the radius r of 
circle B.

When point O lies on circle B, Pascal’s limaçon is a 
cardioid.

509. Cassinian Curves

1. Définition. A Cassinian curve is the locus of points M 
for which the product MFX'MF2 of the distances to the ends 
of a given segment FlF2= 2 c  is equal to the square of the 
given segment a:

MFr MF2 =  a*

The points Flt F2 are called foci; the straight line F1F2 is 
called the axis of the Cassinian curve; the midpoint O of the 
segment FXF2 is the centre.

2 . Historical background. The celebrated astronomer Gio­
vanni Domenico (Jean Dominique) Cassini (1625-1712) be- 
lieved that the curve bearing his name was capable of repre- 
senting the earth’s orbit better than an ellipse. This became 
known in 1749 from a publication of Cassini, Junior (also 
a notable astronomer). Although the Cassini hypothesis was 
not vindicated, the curve lie discovered became the subject 
of numerous investigations. It is often called the oval of
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Cassini, though actually it is not always oval in shapev 
(see below).

3. Construction. On F1F2 =  2c as a diameter (Fig. 491) 
construct a circle 0 . On its tangent FXK take a segment 
FxK =  a. Laying off from point 0  segments 0A 1 and 0A 2t 
equal to 0/C, on the axis F1F2, we get the points Alt A2 of 
the Cassinian curve which are farthest from the centre
( O A ^ O A ^ V ^ + ^ l

If a < c, as in Fig. 491, then we additionally construct 
a circle of radius a with centre at 0  (shown dashed in Fig. 491) 
and draw from A1 to it a tangent line AXT. At the inter­
section with the base-circle 0(c) we get points P0, Q0. From 
one of the foci, say Flf lay off, in the direction of 0, line- 
segments FlB1 =  A1P0 and FiB2 =  A1Q0. We get points Blt B2 
which are least distant from the centre (0B1 =  OB2 =  ÿ^c2—a2) .

But if a ^ c ,  the least distant points Clt C2 (Fig. 492) 
lie on the axis of symmetry OY of segment FXF2 at a distance 
of F1C1 =  F2Cx= a from the foci Flt Ft (0Cx =  0C2 =  V a 2= c? ) .

The points Alt A2 and Blt Bt (or Cl9 C2) are called the 
vertices of the Cassinian curve.

Through the point Ax (or A2) draw (Fig. 491) an arbitrary 
sécant line AXPQ of the base-circle 0  (c); in the case of a < c, *)

*) An aval is a plane  closed curve w i th  the  property  th a t  a s t ra ig h t  
line cannot  hâve more th an  two common po in ts  w i th  it. An oval curve 
cannot  hâve  po in ts  of intlection.  cusp ida l  poin ts ,  or nodal poin ts .
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we confine ourselves to those sécants which also intersect the 
supplementary circle 0  (a). From focus Fx as centre describe 
a circle of radius r — A xP , and from F2 a circle of radius 
r' =  A xQ. Their points M lt M 2 of intersection belong to the 
Cassinian curve. Interchanging points Fx and f 2, we get one 
more pair of points Af3, M A. The desired curve is the locus 
of the points Àflt M 2, M 3t Af4.

4. th e équation (with O as origin and F2FX as axis of 
abscissas) is

(x* +  y2)2— 2c2 (x2— y2) = a * — c* (1)

The équation in polar coordinates (with 0  as pôle and OX 
as polar axis) is

p4 — 2c2p2 cos 2<p-}-c4—o4= 0  (2)
or

p2= c 2 cos 2<p ±  Y c A — cA sin2 2<p (3)
The double sign is taken when a < c, otherwise we take 

the plus sign only (or p would be imaginary).
5. Peculiarities of shape. The Cassinian curve is symmetric 

with respect to the straight Unes OX and OY and, hence, 
about the point O.

For a <  c, the Cassinian curve consists of a pair of sepa- 
rated ovals. (In Fig. 492, the pair of ovals Llf L\ correspond 
to the value a=0.8c; the pair L2, L'2, to the value a = 0 .9 c .)  
For a > c, this is a closed curve (for a =  1.1c the curve L4, 
for a = c  Y  2 the curve L5, for a = c  Y  3 the curve Le). 
In the boundary case, a = c , the Cassinian curve is the lem- 
niscate L3 (cf. définition of the lemniscate). When increasing 
*a tends to c, the vertices A Xt A2 tend to coincidence with 
the vertices N lt N2 of the lemniscate, and the vertices Blt B2 
with the nodal point 0 ; the right oval converts to the right 
loop of the lemniscate, and the left one to the left loop of the 
lemniscate.

The segment a increases; when it exceeds c, but is less 
than c Y 2 (c <  a < c Y 2 ) ,  the Cassinian curve (L4 in 
Fig. 492)’ acquires four symmetrical points of inflection Dlt 
D2, D3, D4; though closed, it is not an oval.1) The curvature 
at the vertices Clt C2 is infinitely large for infinitésimal a —c. 
But when a increases and tends to c Y 2 , the curvature at 
the points Clt C2 tends to zéro.

') Some straight Unes, like. for example. DtDÂ, intersect the 
Cassinian curve at  four points.
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The boundary Cassinian curve corresponding to the relation 
a =  c Y  2 (L5 in Fig. 492), and ail the other curves (a > c Y  2) 
are ovals. But the boundary oval has zéro curvature at the 
vertices Êlf E2 (at these points, the points of inflection of 
the curve L4 are pairwise coincident, while at the points of 
inflection the curvature is always zéro).

6 . Greatest diameter. For a ^ c  Y 2 , that is, for ail ovals 
exterior to the boundary oval L5, the greatest diameter 
C1C/2= 2  Y  a2— c2 lies on the y-axis. Now any Cassinian curve 
lying inside the boundary oval (both interior and exterior to
the lemniscate) has two greatest diameters K iK 2= K 3K az=^-c - 
They are symmetric about OY and are distant

OKq = V  4 c*-a*
2c

from the centre O. Their extremities /Clf K 2t K 3, /C4 lie on 
the base-circle O, which is the locus of those points at which 
tangents to the Cassinian curves are parallel to the x-axis. 
Each such tangent is “double”, i. e. it touches the Cassinian 
curve at two points K l9 /Cs symmetric about OY.
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7. Radius of curvature:

R
2a»p» 

c*-a*+ 3p<
û* p

p2 + c2 co* 2<p (4)

In particular, at the vertices A ( p = ÿ c î -\-a*, <p=0), 
B ( p  =  V ï ï = i ï ,  <p=0), c ( p = / 5 * = ^ ,  < P = y ) :

„  _ a 2>'c27 â 2 „  a2 l^c1 -a* „  _a2 Va2-c 2
2c2 + a* * K b —  2c*-a*  » * c “  | a 2- 2c2 |

8 . Points of inflection. The polar coordinates of the inflec- 
tion points Dlt D2, D3, D4 are defined by the formulas

po_j?2Hzr. Co,29o— ■ / ! ( “- - 1) «si
The locus of the points of inflection is a lemniscate with 

vertices £ lt £ 2 (n°t indicated in the figure).
9. Construction of a tangent. In order to construct a tan­

gent line to a Cassinian curve at a point N (Fig. 491), extend 
the segment FXN beyond point N to a distance NF =  NFi. 
Through points F and F2 draw straight Unes FH and F2H % 
perpendicular respectively to F±N and F2N . Then join their 
intersection point H to N. The straight line NH is the de- 
sired tangent.

If the straight Unes FHt F2H intersect at an inaccessible 
point, then the segments NFf NF2 may be decreased propor- 
tionally.

510. Lemniscate of Bernoulli

1. Historical background. In 1694, James Bernoulli, 1] in a 
paper devoted to the theory of tides, utilized as an auxiliary 
device a curve which he specified by the équation x2-\-y2 =  
=  a Y x 2 — y 2- He noted the similarity of this curve (Fig. 493) 
and the figure eight or the bow of a ribbon to which he gave 
the name lemniscus (a pendent ribbon), whence the name 
lemniscate. The lemniscate became popular in 1718 when the 
Italian mathematician G.C.Fagnano (1682-1766) established that 
the intégral which represents the arc length of the lemniscate

*) James Bernoulli (1654-1705), famous Swiss mathematician,  
pupil and associate of Leibniz in elaboratlng thè infinitésimal calculus 
and its applications. The founder of the theory of probability in which 
he formulated and proved the theorem bearing his name (“law of large 
numbersw).
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is not expressible in terms of elementary functions, and ne- 
vertheless the lemniscate may be divided (by straightedge and 
compass) into n equal arcs, provided that ti — 2m or 3-2m or 
5-2®, where m is any positive integer.

The lemniscate is a particular case of the Cassinian curve 
(Sec. 509, Item 6). However, though the Cassinian curves were 
w idely known from 1749 onwards, it was only in 1806 that 
the Italian m athem atician Saladini established the identity  
of “Cassini’s figure-of-eight” and Bernoulli’s lemniscate.

2. Définition. The lemniscate is the locus of points for 
which the product of the distances to the ends of a given  
segment FlF2 = 2c is equal to c2 3. The points Flt F2 are called  
the foci of the lemniscate; the straight line F1F2 is called  
its axis.

3. The équation (with origin O at the m idpoint of seg­
ment FyF2 and axis OX directed along F2FX) is

(x2 + y2)2 = 2c2(x2 —y2) (1)

The polar équation (with 0 as pôle and OX as the polar 
axis) is

p2 =  2c2 cos2(p (2)

The angle (p varies in the intervals - j *  and 

/  371 5tt\
V 4 f 4 /

Rational parametric représentation:

x= cV  2 ^ 1 .  y = c V 2 ^ ( - œ < u < + * )  (3)

where the parameter u is connected with <p by the relation  

us =  tan ( t — <p) -  '
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4. Construction. We can use the general method of con- 
structing Cassinian curves, but the method given below  
• Maclaurin’s) is simpler and better. Construct (Fig. 493) a
:ircle of radius with centre at point Fx (or F2). Draw

an arbitrary sécant line OPQ and lay of! on it, on either 
side of O, segments OM and 0 M 1 equal to the chord PQ. 
Point M will describe one of the loops of the lemniscate, 
point M x the other.

5. Peculiarities of shape. The lemniscate has two axes of 
symmetry: the straight line FXF2 (OX) and the straight line 
ÔY J_ OX. Point 0  is the node; both branches hâve an 
inflection here. The tangents at this point form with the
x-axis angles ± . Points Ax, A2 of the lemniscate which
are farthest from the node O (uertices of the lemniscate) lie 
on the axis FXF2 at a distance c Y 2 from the node.

6. Property of the normal. The radius vector OM of the 
lemniscate forms with the normal MN  an angle y( £ O M N = y ) ,  
which is twice the polar angle <p ( = £ XOM):

y =  O M N  =  2cp

In other words, angle ^  XN M  =  p between the x-axis and 
the vector NN' of the outer normal of the lemniscate at 
point M is equal to three times the polar angle of point M :

P =  3q>

7. Constructing a tangent. To construct a tangent line to 
the lemniscate at point M, draw a radius vector OM and 
build £ 0 M N  = 2 £ X 0 M .  The perpendicular MT  to the 
straight line MN is the desired tangent line.

8. The greatest diameter B C =  — FxF2 =  c (Fig. 493) ser­
ves as the base of an équilatéral triangle with vertex 0 .

9. The radius of curvature is

10. The area S of a polar sector Ax0M is 

S  (q>)=-y- sin  2<f=0K-F1K
{K is the projection of focus Fx on the vector radius OM).

In other words, a perpendicular FXK dropped from a focus 
of the lemniscate on an arbitrary vector radius OM bisects 
the area of the sector Ax0M.
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The area of each loop of the Iemniscate is 25  ^ - ^  =  c2.

11. Relationship with hyperbola. The locus of the feet of 
perpendiculars dropped from the centre O of an équilatéral 
hyperbola with vertices Ax, A2 on its tangents is a lemnis- 
cate with those vertices.

611. Spiral of Archlmedes

1. Construction. To construct an Archimedean spiral with  
given pararaeter k, draw from centre O (Fig. 494) an arbit- 
rary circle, say a circle of radius ON=k.2)

D ivide î t  by the points b0, blt b2, b3, . . .  3) into an 
arbitrary number n of equal arcs (we took n =  12). On ray 
Ob0 lay off segment 0A1 = 2nk (the lead of the spiral). 
Divide it into the same number of equal parts. On rays
Oblt 0b2, 0b3, . . .  lay off segments OD1= ~ O A 1; 0D2 =

=  * *“  OAi, . . .  . We get points D lf D2, D3, . . .  of the first
révolution of the spiral. Points Elt E2, E3, . . .  of the second 
révolution are obtained by laying off, on extensions of the 
segments ODlt 0 D 2, OD3, . . .  , the segments DxEy D2E2, . . .  
equal to the lead OAx. We get the points o f  subséquent 
circuits in similar fashion.

2. Peculiarities of shape. Any ray OQ with origin at the 
pôle 0 has, besides 0 , an infinity of points Qlt Q2, . . .  
which are common to the spiral. Two successive points 
Qi, Qi+i are spaced by the lead a ( =  2kn). The tangent to 
the spiral at point 0  coincides with the initial straight line 
OX (this is good to bear in mind when constructing a spiral). 
The tangent line MT, at an arbitrary point M of the spiral, 
is obtained from the straight line MO by revolving MO 
through an (acute) angle 0MT=a, for which

4  o m  p
tan « = — = T  =  <P

For p — ► oo, the angle a  tends to 90° and near point M 
the arc of the spiral becomes more and more like the arc of 
a circle.

M First read Sec. 75.
*> It  is more convenient to take a circle of greater radius; we 

took a circle of radius k simply because It will be needed in the sequel.
*) Point  bt is not marked in the figure since it lies inside the 

circle labelled Dx (the distance bt D t amounts tû abôut 5% of the 
radius k).
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3. The property of the normal. The normal MN drawn 
through point Af of an Archîmedean spiral w ith lead a in- 
tersects the straight line ON, perpenaicular to the radius
vector OAf, at point N which is distant 0 N  =  -~ -  ( =  | k |)
:rom 0 .

4. Constructing a tangent. To construct a tangent at a 
point Af of an Archîmedean spiral (see Fig. 494), turn ray

OAf about point 0 through an an gle-f-— . Join point N%
where the tumed ray intersects a circle of radius k centred 
at 0 , to Af. The straight line MN is normal to the spiral. 
Constructing A fT J^ A f^ , we get the desired tangent line. 
The tangent to the left spiral (see Sec. 75 and F ig. 106) is 
built in a similar manner, with the sole différence, however,
îhat the ray OM is rotated through an angle —
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5. The area 5  of sector MOM' (if the polar angles of the 
points M, M' diiïer at most by 2ji) is

S = - 5 - ® ( P i  +  P P ' +  P '*) (1)

where p — OM, p' = OM', c o =  MOM'.
Geometrically, the sector of an Archimedean spiral is 

equal in area to the arithmetic mean of three circular sectors 
in which the angle is the same as in the sector MOM't and 
one of the radii is equal to the radius vector OM, 
another, to the radius vector OM', the third to the mean 
proportional YOM OM' between them.

6. The area of circuits. Formula (1), for p = 0 ,  p ' = a ,  
<d =  2ji, ÿ ields an area Sx of the figure 0D2D2QxA\0 
(Fig. 494) bounded by the first circuit of the spiral and by 
the segment 0AX:

Sl =  -Lna*=±S\ (2)

where is the area of a circle of radius 0AX.
The area S2 of the figure AXEZHA2Alt bounded by the 

second circuit and by the segm ent A2AX ( p = a ,  p' =  2a, 
cû =  2ji) is

S j =  ±-na*=±S't (3)

where S2 is the area of a circle of radius 0A2.
Generally, the area Sn bounded by the nih circuit ol the 

spiral and by the segment 0An is expressed as

Sn n * - { n -  1)*
3

3ia 2
1)*

3  n* Sn (4)

where Sn is the area of a circle of radius 0An.
7. Areas of rings. Let us use the term first ring of an 

Archimedean spiral for the figure formed by the motion of 
a segment of the polar ray between the first and second cir­
cuits when the polar ray turns through 360° from its initial 
position. To traverse this figure along its perimeter, we hâve 
to trace out segment AxOt then the first circuit OQxA, of 
the spiral, then the segment AXA2 and, finally, the second 
circuit A2HQ2Ai (rétrogradé m otion).

The second ring is sim ilarly formed by the segment of the 
polar ray between the second and third circuits. It is boun­
ded by: (1) segment A2Alt (2) the second circuit, (3) seg­
ment A2A3i (4) the third circuit (traversed in rétrogradé 
fashion).
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The third, fourth, etc. rings are defined similarly.
The area Fn of the nth ring is given by

F  n =  S n  +  l  — Sn = 6nSi
-iere S1= -- j u z 2 is the area of the first circuit (zeroth ring).

The properties in this and the preceding items were 
iscovered  by Archimedes.

8. The length / of the arc OM is

l—T [<P W  + 1 + ln (q> + V <(î+ 1 )] =  
= ̂ [.P̂ £p ! -+feln p+ ^ « ] =
= Y  k ( tan a  sec a +  ln (tan a + s e c  a)]

%here a  is the acute angle between the tangent line MT 
Fig. 494) and the radius vector OÀf, or a= £ ONM.

9. The radius of curvature is

p  ( p *  +  * « ) 3 / >  « p * H -  i ) * 71  . ( t a n * a + l ) V l
p* + 2k* ~~R q>* + 2 K sec* a + 1

At the initial point, /?0 =  y *  SI * * * * * * * * * * * * * * * * *

SI 2. Involute of a Clrcle

1. Mechanical formation. Closely related to the Archime-
dean spiral is another spiral, called the involute of a circle.
This is a curve described by the extrem ity M (F ig. 495) of
a taut string LM unwinding from (or w inding onto) a circu-
lar spool DqLLi, in the latter case, point M moves in the
opposite direction).

Geometrically, this property is expressed as follows:
2. Définition. Let point L start from an initial position

D0 and repeatedly describe a circle of radius k (k is the
parameter of the in volute of the circle). On the tangent line
LH lay off, in the direction opposite to that of rotation,
segment LM, equal to arc D0L traversed by the point L.
The involute of the circle is the curve described by point M.
The same circle has an infinity of involutes (corresponding
to ail possible positions of the initial point D0).

Depending on whether the point L is rotated clockwise
or counterclockwise, we get a right involute of the circle
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(D0MP in Fig. 495) or a left involute (D0Q). Ordinarily, 
the two involutes of a given circle are regarded as two 
branches of a single curve.

3. Construction. D ivide the given circle into n equal 
arcs D0bl=bib2=b2b3 = . . .  =bn- lD0. On the tangent drawn

through D0 lay off a segment D0£ 0 =  2jxfc. Partition it into 
the same number of equal parts:

— a la 2 =  . . .  = a n -  \ E 0

On the tangents drawn through the successive points 
blt b2, bz, lay off (in the direction opposite to the
displacement of the point of tangency) segments bxDlt b2D2f
bzDz...........respectively equal to the segments D0alt D<fl2t
D0az, . . . .  We get the points Dlt D2y D3t . . .  of the first 
circuit DqPE0 of the involute of the circle. The points £ lt 
£ 2, £ 3, . . .  of the second circuit are obtained by laying off
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:n extensions of the segments bxDx, b2D2, b3D3t . . .  the 
*rgments D1£ 1, D2E2> D3E3t . . .  equal to D0E0. The points 
~i the subséquent circuits are found in similar fashion.

4 .  Peculiarities of shape. By virtue of the general proper- 
:.es of the involute of any curve (cf. Sec. 3 4 7 ,  also Sec. 3 4 6 )  

•ne involute of a circle possesses the following properties.
(a) The involute of a circle intersects ail tangents to the 

circle at right angles. In particular, the involute makes a 
right angle, at the initial point D0, with lhe tangent D0F0.

(b) Conversely, the normal MH  to the involute serves 
as a tangent to the circle. Then the point L of tangency is 
the centre of curvature of the involute so that the segment 
ML is the radius of curvature of the involute:

R =  ML (1)
In particular, at the initial point D0 the radius of curvature 
of the involute is zéro:

(2)

(c) The radius R of curvature of an involute increases 
with recession of M from the initial point; its incrément 
R 1 — R =  M XLX— ML  is equal to the length of the corres- 
ponding arc LLX of the circle:

R 1 — R =  H l ( 3 )

In particular, on the segment D0M of the involute the incré­
ment in the radius of curvature is equal to R m — R o =  R m > 
and

R M =  D0L =  ka  (4)
where a =  £  D0OL is the angle of rotation of the radius OL 
from the initial position OD0.

(d) By construction, an involute does not go inside 
circle O. Therefore, when point M passes through the initial 
point D0, the direction of motion is reversed, that is, D0 is 
a cusp of the involute.

5. Relationship with the Archimedean spiral. Let us com­
pare the right (left) branch of the involute of a circle with 
the right (left) Archimedean spiral having the same para- 
meter k = O D 0 (i. e. with lead 2jia = D 0E0) as the involute 
of the circle. Let this spiral (shown dotted in Fig. 495) 
emanate from the centre O of the given circle in the direc­
tion of the ray OX' obtained by rotation of the initial ra­
dius ODq through the angle — 90° ( +  90°). The point G 
describing the spiral approaches the involute indefinitely:
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lhe shortest distance of point G to the involute (it is mea- 
sured by the segment GM of the normal LH to the involute) 
constitutes only 1% of the lead of the spiral at the end of 
the first circuit.

On the other hand, the radius vector ON of the spiral, 
which forms an angle of —90°( +  90°) with radius OL, is of 
the same length ka  as the segment LM. This means that the 
foot of a perpendicular dropped front centre 0  onto the tangent 
MT to the involute desâribes an Archimedean spiral.

6 . The polar équation of the involute of a circle (with 
pôle 0  as centre of the given circle and with the polar axis 
OX directed along the initial radius OD0) is

arccos — P (5)

where k is the radius of the circle. 
7. The parametric équations are

x = k  (cos a  +  asin  a); y = k  (sin a —a cos a)

where a =  /_ D0OL.
8. The arc length s of D0M is

s =  — k a 2- i (k a )* 1 ML*
2 OL

(6)

(7)

To obtain a segment of the same length, draw a straight line 
MV _|_ OM to intersection at the point V with the extension 
of the radius OL. Half the segment OV is equal in length to 
the arc D^M:

s = D ^ M = i- O K  (8)

9. The area S of the sector D0OM described by the radius 
vector, and also the area S± of the curvilinear triangle LMD0 
whose base is the segment LM and whose latéral sides are 
the arc D0L of the circle and the arc D0M of the involute, 
is one third the area of the triangle OMV (constructed in 
Item 8):

S =  S, =  -  area OMV =  - W  (9)

10. Natpral équation of the involute of a circle. The natu- 
ral équation of a curve is that équation which relates the 
length s of its arc M 0M , reckoned from some initial point Af0, 
to the radius R of curvature at the point M. The natural
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•zjation of the involute of a circle is
R* =  2ks (10)

* is obtained from (4) and (7) by eliminating a.
11. Kinematic property. In the language of kinematics, the 

-atural équation (10) expresses the following property: if the 
?'c of the involute of a circle rolls (without sliding) along a 
rraight line, then the centre of curvature L corresponding to 
~e point of tangency moves along a parabola with parame-

:er k.
12. Historical background. The involutes of various curves 

*ere first studied by Huyghens in his celebrated study of the 
;!ock pendulum (1673) (cf. Sec. 514, Item 17). The basic 
?:operties of the involute of a circle were discovered by the 
rrench scholar La Hire (1640-1718) and described in a paper 
.n 1706. Property 5 (Item 5) was found by Clairaut (1713-1765) 
n 1740. Property 9 and also the kinematic interprétation of 

the natural équation (of any curve) were pointed out by 
A. Mannheim in 1859.

513. Logarlthmlc Spiral

1. Définition. Let a straight line UV (Fig. 496) rotate 
uniformly about a fixed point O (the pôle), and let a point M 
move along UV receding from O at a rate proportional to the 
distance OM. The curve described by M is called a logarith- 
mic spiral.

2. Basic geometrical property. Rotation of the straight line 
UV from any position through a given angle co( =  ^
is associated with one and the same ratio OMl :OM0 of the 
radius vectors. Put otherwise, if a pair of points M0, M L of 
the logarithmic spiral is seen from the pôle at the same angle 
as another pair of points N0, N1 of the same spiral, then the 
triangles OM0M1 and ON0Ni are similar.

The ratio q of a finite radius vector (OA^ to the initial 
radius vector (OA0) for a rotation of the straight line UV 
through an angle + 2ji will be called the coefficient of growth 
of the logarithmic spiral.

3. Right-handed and left-handed spirals. If recession of 
point M from the pôle O is accompanied by a counterclock- 
wise rotation of UV, then the logarithmic spiral is called 
right-handed; otherwise, it is left-handed. For a right-handed 
spiral, the coefficient of growth q > 1; for a left-handed spi­
ral, q < 1. For <7= 1, the spiral degenerates into a circle.
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If the product of the coefficients of growth of a left- and a 
right-handed spiral yields 1, then they may be brought to 
coincidence if one of them is turned over.

4. Construction. To construct a right-handed logarithmic 
spiral with a given coefficient of growth q, l) divide some 
circle with centre at O into n =  2k equal parts by the points 
B0t B i , B2, B9t . . . in a counterclockwise sequence.2) For * *)

M The left-handed spiral with coefficient of growth —  is built in
Q

the same way.
*) When building a left-handed spiral, the points B 0, B „  B t, 

B a, ... are in a clockwise sequence.
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iefiniteness, put n =  24 =  16. On ray OB0 take an arbitrary 
?oint Aq and lay off the segment OA1 =  qOA0. On the segment 
J Ai as diameter, construct a circle O' and draw A0K  X  O/li 
:o intersection with this circle at the point K. The circle of 
radius OK will intersect ray 0 B % at point Ds belonging to 
:he sought-for spiral; the same circle will intersect ray 0 A l 
at a point L. Draw LK' J_ OAx to intersection with circle 0' 
at point /('. The circle of radius OK ' will intersect the ray 
0B 12 at the point D12 belonging to the desired spiral, and it 
will intersect the ray OAi at some point £'. Through it we again 
draw L'K" X  etc. We thus get the points D14 and D16.

An infinity of other points of the spiral lying on the 
straight lines B0BS, BxB9t etc. may be constructed as follows. 
At point D14, construct the angle £  0 D u Q equal to the 
angle /  OD15D14; at the intersection with the ray 0 B 1S we 
obtain point D13 of the required spiral. At point Al we con­
struct 2  0 A xQ' =  £  0 D XhAi\ at the intersection with the ray 
0 B 1 we get the point £ lf etc.

5. The polar équation (the pôle coincides with the pôle of 
the spiral; the polar axis is drawn through an arbitrary point 
M0 of the spiral) is

?

P =  Po<7 ** (0

where p0 =  OAf0 is the radius vector of the point M 0 and q 
is the coefficient of growth.

Example. The spiral constructed in Fig. 496 (<7 =  3) isgiven 
by the équation

?

P=Po»“

If for the polar axis we take the ray OB0t then p0 =  OA0. In 
particular, putting <p =  Ji, we get p =  p0 V  3 =  OD8; for 
q)=--- we hâve p =  p0 y  3 =  0D4, etc.

Ordinarily, Eq. (1) is written as

p =  p 0e ^  (2)

where k is a parameter which is expressed in terms of the 
coefficient of growth q as

In q 
2ji (3)
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Conversely,
q =  eïk* (4)

The geometrical significance of the parameter k is read from 
the relation

fc =  co ta  (5)

where a =  £  OMT  is the angle between the straight line OM 
and the tangent MT  (see Fig. 497).

The parameter k is positive for right-handed spirals and 
négative for left-handed spirals.

6 . Peculiarities of shape. For an indéfini te number of 
counterctockwise (clockwise) révolutions of the straight line

UV, the point M, which 
describes a right-handed 
(left-handed) spiral, recè­
des without bound from 
the pôle, sweeping out an 
infinity of circuits. In the 
case of an indefinite num­
ber of circuits in the oppo­
site direction, point M 
approaches without bound 
the pôle 0 , but does not 
coincide with 0  for any 
position of the straight 
line UV. Thus, the spiral 
performs an infinity of 
circuits about the pôle. 
However, the length of the 
arc described by M in this 
operation and reckoned 
from some initial position 

A0 of point M increases, but not without bound. It tends 
to a certain limit s which is called the length of the arcOA0. 
The name is symbolic because, strictly speaking, the point 0  
does not lie on the logarithmic spiral.

7. Tangent and arc length. The angle a ( = £ 0 M T ) ,  
through which the straight line UV must be rotated about 
point M  of the logarithmic spiral (Fig. 497) so that UV coïn­
cides with MT, is the same for ail points of the spiral. 
Segment MT  of the tangent from the point of tangency to 
intersection with the straight line OW drawn through the pôle 
0  perpendicular to the radius vector OM has the same length
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5 as the arc of the spiral from point M to the pôle 0:

s = O M  =  M T = - (6)

*here p is the radius vector OM.
The length s of any arc LM of the logarithmic spiral

~s = T m  =  O M — OL =  ~ — — (7)cos a  '  '

That is, the arc length LM is proportional to the différence
of the radius vectors at the end-points of the arc. In order 
to construct a line-segment of the same length, it is sufficient 
to lay off on the larger radius OM a segment OP equal to 
the smaller radius OL, and draw through P a straight line 
PH perpendicular to OM. It will intersect the tangent MT  
at some point H. MH  is the desired segment.

The angle a is expressed in terms of the coefficient of 
growth q by the formula

c° l « = ^  (8)

For the spiral shown in Fig. 496, where q =  OA1 :OA0 =  3, 
we hâve

c o t a = ^  «  0.1748, 
a  w 80°5'

8. Characteristic triangle and the sectorial area. The area 
described by the radius vector OL (Fig. 497) when point L, 
starting from some initial position M, unboundedly approaches 
the pôle O along the logarithmic spiral, tends to the finite 
îimit 5 (sectorial area). The sectorial area at the point M is 
one half the area of the characteristic triangle O MT  formed 
by the radius vector OM , the straight line OW perpendicular 
to it, and the tangent MT:

•S =  - f s oJ*ir=TPstana
where p is the_radius vector of point M.

The area 5 of any sector LOM (we assume that OM is 
the gréa ter radius and that LOM does not exceed 2ji in 
absolu te value) is one half the area of the trapezoid P MT K 
(Fig. 497) which will be eut out of the characteristic triangle 
O M T  if on OM we lay off a segment OP =  OL and draw
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PK  || MT  :

5 = 5 p A| r^ = ^ -  (pi — pî) tan a  (10)

where plt p2 are radius vectors of the points L and M.
9. The radius and centre of curvature. The centre of cur- 

vature C, which corresponds to point M of the logarithmic 
spiral (Fig. 497), lies at the intersection of the normal MC, 
drawn through M, and the straight line OW drawn through 
the pôle perpendicular to the radius vector OM. The radius 
of curvature

This equality is évident from the triangle COM.
10. Evolute. The locus of the centres of curvature C 

(evolute) of a logarithmic spiral is a logarithmic spiral 
obtained from the original spiral by rotation about the pôle 
through the angle

(o =  (2n + l ) ^ — tan a ln tan a (12)

where n is any integer. Thus, if the original spiral intersects 
radius vectors at an angle a= 45°, then it is coincident with 
its evolute in a rotation about the pôle through an angle
( û = y ,  or o) =  5 — , or c o = — 3 ^ ,  etc. In particular, there
exists an infinity of logarithmic spirals which are their own 
evolutes. These are the spirals for which the angle a  satisfies 
one of the équations

tan a  ln fan a = (2 n - j - 1) j

where n is an integer.
11. The natural équation (i. e. the équation relating the 

arc length and the radius of curvature; cf. Sec. 512, Item 10) is
R = k s  ( =  s cot a) (13)

It follows from (6) and (11) and is évident from the triangle 
CMT.

12. Kinematic property. In the language of kinematics, 
Eq. (13) expresses the following property: if an arc of the 
logarithmic spiral rolls (without sliding) along the straight 
line A B , then the centre of curvature corresponding to the 
point of tangency moves along a straight line inclined at an
angle of j  — a to A B .
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13. Cartographie property. A spherical curve intersecting 
the meridians at a constant angle a  (this curve is called a 
loxodrome 1}) is projected from the pôle P of a sphere onto 
:he plane of the equator as a logarithmic spiral; the pôle of 
the spiral lies at the centre of the sphere. The meridians are 
projected as rays directed along the radius vectors of the 
spiral. These rays are intersected by the spiral at a constant 
angle a  at which the loxodrome intersects the meridians.

14. Historical background. In 1638 Descartes found that 
a spiral whose arc grows in proportion to the radius vector 
has the property that its tangent forms a constant angle 
*ïth the radius vector. At about that time Torricelli, inde- 
pendently of Descartes and in much more detail, made a 
study of the properties of the “geometrical spiral” (which 
was the name he gave the curve that he determined by means 
of the construction described in Item 3 above). Torricelli 
proved geometrically the properties given in Items 6 and 7. 
In 1692 James Bernoulli discovered Properties 8 to 11 and 
a number of other properties of this “spira mirabilis” (won- 
derful spiral). The term “logarithmic spiral” (the angle bet- 
ween the radius vectors is proportional to the logarithm of 
their ratios) was given by P. Varignon in 1704. Later, the lo­
garithmic spiral was the subject of numerous investigations. 
Thus, its kinematic property (Item 12) was discovered by 
E. Catalan in 1856.

514. Cyclolds

1. Définition. A cycloid is a curve described by a point 
(Fig. 498) fixed in the plane of a circle (the generating circle) 
when the circle rolls (without sliding) along some straight 
line KL  (directrix or base-line).

If a point M describing the cycloid is taken inside the 
generating circle (i.e. at a distance C M = d  from the centre C, 
less than the radius r), then the cycloid is called curtate 
(Fig. 498a); if it is taken outside the circle (i.e. d > r), the 
cycloid is prolate (Fig. 4986); and if the point M lies on the 
circle (i.e. d =  r), then the curve described by this point is 
termed a common cycloid (Fig. 498c) or, more often, simply 
a cycloid (cf. Sec. 253).

l ) From the Greek meaning “oblique course”. It Is the path of a 
ship which cuts the meridians at a constant angle not equal to a right 
angle.
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Example. When a railway car moves along rails, an inté­
rieur point of a wheel traces out a curtate cycloid, a point 
on the outer rim, a prolate cycloid, and a point on the cir- 
cumference of the wheel, a common cycloid.

of support 0 . Point B in Fig. 498a-c is also a starting 
point.
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The initial points of a common cyeloid (Fig. 498c) lie on 
the directrix and coincide with the corresponding points of 
support of the generating circle.

The vertex of a cycloid (D in Fig. 498a-c) is a point lying 
on the straight line C'O' connecting the centre C' of the 
generating circle and the point of support O' but located on 
the extension of segment C'O' beyond point C'.

W J  BfMj
Fig. 499

Segment AB, which connects two adjacent starting points, 
is called the base-line of the cycloid; the perpendicular DF 
dropped from the vertex of the cycloid onto its base-line is 
the altitude. The arc traced out by the point M between two 
adjacent starting points is called a cycloidal arch; the straight 
line UV traced out by the centre C of the generating circle 
is the line of centres of the cycloid.

2. Construction. To construct a cycloid using the radius r 
of the generating circle and the distance d of the point M 
(which describes the cycloid) from the centre C of the gene­
rating circle, first draw (Fig. 499) the line of centres UV. 
From some point C0 (on this line) as a centre, draw a circle 
of radius d.1' Label one of the ends of its diameter, which 
is perpendicular to UV, as M 0. This will be the vertex of 
the desired curve.

Divide the circle C0 into an even number, 2n, of equal 
arcs (we hâve taken 2n =  16) making M0 one of the division 
points; label the division points 0 , ± 1, ± 2 , . . . ,  ± n  (the

M In the case of the common cycloid, this is the circumference of 
the generating circle. Generally, however, neither the generating circle 
nor the directrix particlpate in this construction. In Fig. 499 they 
are shown as dotted Unes for the purpose of pictorialness only.
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points -ftt and — n coïncide). On the line of centres, to the 
right and left of C0, lay ofï segments C0A \  C0B', equal to 
semicircles of the generating circle:

C0A' =  C0B' =  Tir
and divide each of the segments into n equal parts. Dénoté 
the points of division by C ± \ t C ± 2, C ± n (the points 
C„, C_n coïncide, respectively, with A', B'; positive num- 
bers on the straight line UV and on the circle C0 are asso- 
ciated with points lying on the same side of the straight 
line C0Af0). Through points /, 2, 3, . . .  of circle C0 draw 
straight Unes parallel to the line of centres (they respectively 
pass through the points —/, —2, —3 t . . . ) ,  and from points 
C±i, C±2," *... draw semicircles of radius d whose diameters 
are perpendicular to UV and which are concave towards the 
point C0.

Mark points Mlf where the semicircles Cx> C_x
meet the straight line drawn through the points + 7 , —7; 
then mark the points M 2t M _2, where the semicircles C2, 
C_2 meet the straight line drawn through the points + 2f 
—2, and so on. AU the points Aflt Af_lf M2, Af_ 2 and so 
on lie on the desired cycloid. At points M n, M_„ we find 
its starting points A , B.

That is how one arch of the cycloid is constructed from 
points. To construct adjacent arches, we hâve to continue the 
sériés of points C as shown in Fig. 499. These points hâve 
to be numbered from the beginning again. The circle C0 
need not be drawn anew since the straight Unes parallel to 
the line of centres remain the same.

3. The parametric équations [where the axis of abscissas 
is the directrix KL ; the coordinate origin 0  is a projection 
of one of the starting points (A in Fig. 498a-c) on the di­
rectrix KL] are

x =  r y — d sin 9 ; y =  r — d cos (l)
where <p=</ MCE' is the angle of rotation of the generating 
circle reckoned from the position in which the point M coïn­
cides with the starting point A.

For the common cycloid (d =  r)
x =  r (<p —sin <p); y =  r (1 — cos q>) (la)

4. Peculiarities of shape. The cycloid extends along the 
straight line KL in both directions to infinity. Any arc 
reckoned from any starting point A is associated with a sym- 
metrical arc reckoned from that same point in the opposite
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direction; AC0 is the axis of symmetry. The cycloid is also 
symmetric about the straight line DF drawn through any one 
of the vertices perpendicular to the directrix.

By displacement along the line of centres over a distance 
which is a multiple of 2jir (the length of the generating 
circle), the cycloid is brought to coincidence with itself.By suc­
cessive displacements through the distance ± 2jir we can obtain 
the entire cycloid from any one of its arcs corresponding to 
a change in the parameter from some value <p =  <p0 to a va­
lue <p =  <p0 +  2ji, say from 9  = —ji to <p =  n or from 9  =  0 
to 9 =  2ji.

The cycloid lies inside a strip bounded by the straight 
lines y =  r-\-d  and y =  r — à. The first touches the cycloid at 
each one of its vertices. The second passes through ail the 
starting points; it is tangent to the cycloid when this cycloid 
is curtate or prolate. For the common cycloid, the second 
straight line (y =  0) coïncides with the directrix and is per­
pendicular to the (one-sided) tangents at the starting points 
of the cycloid.

5. Nodes. The prolate cycloid always has nodes. The 
number and location of the nodes dépend on the ratio 
d.r ( = \ ) .  So long as this ratio does not exceed the number 
X0 =  4.60333.. . , l) ail the nodal points are located on. the 
straight lines x =  2knr (k is an integer), and one node lies 
on each one of these lines: point A1 (Fig. 4986) on the 
straight line x =  0 , point Bx on the straight linex =  2jir, etc.

These points may be found by solving the équation
<p —A. sin <p =  0 (2)

which, in the case at hand, K < X0, has a unique positive 
root <Px located in the interval (0 , n). The values 9  =  91 and 
9  =  —9 j correspond to the point Ax on the arch ADB (0 < 9  < 2ji) 
and on the neighbouring arch (—2ji < 9  < 0).2)

Example 1. Let d=1.43r, as in Fig. 4986. Solving
9 — 1.4 3 s in 9  =  0 (2a)

(by the method indicated in Secs. 288-289), we find the 
value 9 j =  81°, which corresponds to the point A x (on arch ADB). 
We find the ordinate yx of point Ax from the second équa­
tion (1):

y1 =  OA1= r  (1 — 1.43 cos 9 X) «  0.78r * *)

l ) Th is irrational number is equal to sec a 0. where a 0 is the least 
posit ive root of the équation tan a - a = Q .

*) The zéro root of Eq. (2) is associated with the starting point A. 
which is not a nodal point
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The nodal points of the given cycloid are 
(2nkr, OJSr)

Now let the ratio X lie in the interval

where Xx =  7.78968; l) then besides the above-considered no- 
desthere appear nodal points on the straight lines* =  (26+1) Jir, 
one pair of nodes on each of the straight Unes: points Plt 
P2 (Fig. 500) on the straight line x = n r ,  points Qlt Q2 on 
the straight line x = — Jir, points R lt R2 on the straight 
line x=2>nr, etc. These points may be found by solving the 
équation ’

<p— A.sin<p=ji (3)

which in the case at hand has two positive roots: <plf <p2. 
Both roots lie in the interval (2ji, 3ji) and correspond to the 
points P lt P2 on the arch BD"Ny which intersects the 
arch LD'A here; 2) it is separated from B U ’N by one inter - 
mediate arch ADB.

When X lies in the interval
>̂1 X X2

where X2=  14.102...,3) fresh nodes appear in the cycloid; 
this time again on the straight Unes x^=2kzirt one pair on 
each of these straight lines: the points A 2, A3 (see Fig. 500) 
on the straight line x =  0, the points B2, Bz on the straight 
line * =  2jir, the points L2, L3 on the straight line x =  —2jxr, 
etc. These points can be found by solving Eq. (2), which in 
the case at hand has three positive roots (not one, as in 
Example 1). The smallest root (pi lies in the interval (0, ji) 
and corresponds to the node A± (Fig. 500) lying at the inter­
section of the adjacent arches ADB and LD'A. The other 
two roots (p2, cp3 lie in the interval (2ji, 3ji) and correspond 
to the points Â2, A z lying at the intersection of the arches 
BD"N and LD'"S, which are separated by two intermediate 
arches (LD'A and ADB).

As the ratio X continues to increase, the cycloid acquires 
ever fresh pairs of nodes: first, one pair of points each on

*) This irrational number is equal to sec a t , where a t is the least 
positive root of the équation tan c t - a = J i .

*) If X=X.0, then points P ,  and P t coïncide, so that  the arches BD”N  
and LD'A  contact one another.

3) The number X2 is equal to sec a t , where a t is the second (in 
order of increasing absolute value) positive root of the équation 
tan a - a = 0 .
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;he straight lines j t= (2£ +  1) nr (these are the points of 
intersection of two arches separated by three intermediate 
arches), then one pair of points each on the straight lines 
x =  2knr (here, two arches intersect which are separated by 
iour intermediate arches) and so on altemately.

Example 2. Let K =  S as in Fig. 500. Since this value of 
/. lies in the interval \ 2), the given prolate cycloid has

three nodes on each of the straight lines x =  2knr and two 
on each of the straight lines x =  (2k-\-1) nr.

The nodes A lt A2, A 3 on the straight line x =  0 are 
found from the équation

cp — 8 sin<p =  0 (2b)
Its roots are

<Pi =  159°40\ cp2 =  360° +  69°30\ <p3 =  360° +  95°54/
The ordinates of the points Alf A2, 4̂3 are found from 

the second équation (1):
y 1 =  OA1 =  r (1 — 8 cos <px) ^  8.50r

and, similarly,
y2 =  OA2 1.80r, y3 =  OA3 ^ 1.83r

The nodes P lt P 2 on the straight line x =  n are found 
from the équation

cp — 8 sincp =  ji (3a)
Its roots are

cpi =  360° +  26°49', <p i =  360° +  136°21 '
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The ordinates of the points Plf P 2 will be

y'1= O P l æ — 6.Mrt y 2 =  OP2 «  6.79r

Each arch of our cycloid has 10 nodal points (on arch 
ADB , the points Qlt L2, Ls, Q2, Ax and, symmetrical to 
them, the points R lt N2t Ns, R 2t BJ.

Neither the curtate cycloid nor the common cycloid has 
any nodes.

6 . Cusps. As the ou ter point M of the generating circle 
approaches the circle described by M, the prolate cycloid 
(Fig. 4986) tends to coincidence with the common cycloid 
(Fig. 498c) In the process, the loop with the nodal point A x 
shrinks to point O, which becomes a cusp of the common 
cycloid; when passing from the arch ( — 2ji, 0) to the arch 
(0 , 2ji), the direction of motion of point M is reversed. Ail 
points cp =  2fcji (and only these points) of the common cyc­
loid are cuspidal points. Prolate and curtate cycloids do not 
hâve cusps.

7. Points of inflection. On every arch the curtate cycloid 
has two points of inflection (Lx and L2 in Fig. 498a); the 
corresponding values of the parameter <p are determined from 
the équation

d
cos (P =  —r

For the cycloid depicted in Fig. 498a, where d =  0.6r, we 
hâve coscp =  0.6. The point Ll is associated with the value 
<pl ^ 52°25/> the point L2 with the value <pi=127035 \ The 
coordinates xlt y x of the point Lx are

Xx =  rq>— d sin <p =  r (q)—0.6 sin <p) «  0.43r, 
y l =  r — d cos <p =  r (1—0 .6 cos (p) «  0.63r 

The coordinates of the point L2 are

x 2 =  2 j i — x 1 æ  5.85 r ,  y 2 =  y i  «  0.63r

8 . Properties of normal and tangent. The normal M N  
(Fig. 498a-c) of any cycloid passes through the point of sup­
port £' of the generating circle. The tangent line MT  
(Fig. 498c) of the common cycloid passes through point //, 
which is diametrically opposite to the point of support of 
the generating circle.

This makes it clear how to construct the tangent.
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9. Radius of curvature. For any cycloid
n   (r2 + d*- '2dr  cos (p)3/*

d \ d - r  cos <p |

" particular, for the common cycloid

 ̂= 2 r  y 2 Y \  — cos <p =  4r | sin — | =  2 Y 2 r y  =  2ME' (4a)

F:g. 498c); i.e. the radius of curvature of the common cyc- 
.:id is equal to twice the segment of the normal between the 
ysioid and the directrix. In other words, to construct. thé 
entre of curvature it is sufficient to continue the chord ME' 

T-eyond the point E' to a distance equal to the chord.
10. The evolute and involute of the common cycloid. The 

^volute of the common cycloid (locus of the centres of cur- 
•ature) is a cycloid which is congruent to the given cycloid, 
u t  displaced along the directrix one-half the base-line AB 
*nd dropped below the base-line a distance equal to the 
iititude of the cycloid (see Fig. 384).

In other words, the involute of the cycloid C4ÆD (see 
-ig. 384) emanating from the vertex B  of this cycloid is
ne cycloid M2BN , which is congruent to the given one but
s displaced along the directrix one-half the base C4D and 

*aised above the base a distance equal to the altitude of the 
cycloid.

11. The cycloid and the sinusoid. The locus of the feet 
-? perpendiculars dropped from point Af of a cycloid onto 
:he generating-circle diameter passing through the point of 
upport is a sinusoid (sine curve) with wavelength 2nr and 
amplitude d. The axis of the sine curve coincides with the 
;ine of centres of the cycloid.

12. The cycloid as the projection of a hélix. Notation: h
s the lead of the hélix; a its radius, a  the hélix angle, P

the angle between the axis of the hélix and the projection 
plane; a the angle of inclination of the projecting rays to 
the projection plane.

The oblique projection of a hélix on a plane perpendicu- 
lar to the axis is a cycloid. If o > a, the cycloid is prolate; 
if a < a, the cycloid is curtate; if o =  a, the cycloid is com­
mon. The rectangular projection of a hélix on the same plane 
is, obviously, a circle.

The rectangular projection of a hélix on a plane not per- 
pendicular to the axis but also not parallel to the axis, is a 
“compressed cycloid” (Fig. 501a-c), that is, a curve obtained
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froin a cycloid by means of uniform compression (Sec. 40) 
towards some straight line perpendicular to the line of cent­
res of the cycloid.

The coefficient of compression /e =  sinp; the quantifies r 
and d which characterize the cycloid (prior to compression) 
are expressed as

r =  ̂  cot P ( = û  tan acot P); d =  a (5)

Whence it is seen that for p > a  the projection of the 
hélix (Fig. 501a) is related to the prolate cycloid; for P < a  
(Fig. 501£) it is related to the curtate cycloid; for p —a 

(Fig. 501c) it is related to the com- 
mon cycloid.

The orthogonal projection of a 
hélix on a plane parailel to the 
axis (Fig. 501d) is a sine curve 
whose amplitude is the radius a of 
the hélix and whose wavelength 
is the projection /icosp  of the 
lead h.

13. The arc length s of a cycloid 
between the points <p =  0 , <p =  qpt is

s =   ̂ V  r2-(-d2 — 2rd cos cp dtp (6) 
0

This arc is equal, in length, to 
the arc of the ellipse

x =  2 (d-\-r) cos —-

y = 2  (d—r) sin-j- (7)
between points with the same va­

lues of the parameter <p
ln the general case, intégral (6) cannot be expressed in 

terms of elementary functions of the argument <pj. But for 
the common cycloid [ellipse (7) degenerates into a line seg­
ment of length 8r) we hâve
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In particular, one arch oj the common cycloid is equal in 
Ungth to Jour times the diameter oj the generating circle:

s = 4 2 r  (8a)
14. The natural équation of the common cycloid (within 

:he limits of a single arch) is
fl2-f-(s — 4r)2 =  (4r)2 (0 < s < 2nr) (9)

This is obtained from (8) and (4a) by eliminating qp. The 
2rcs are reckoned from the starting point. If the vertex is 
taken as the starting point of the arcs, then the natural 
équation will be

R 2 -\-s2 =  (Ar)2 ( — 4r< ;s< :4r) (9a)
15. The kinematic property of the common cycloid. Eq.

f9> expresses in the language of kinematics the following 
property: if a common cycloid rolls (without sliding) along 
2 straight line AB , then the centre of curvature of the point 
of tangency moves in a circle, whose radius is four times 
the radius of the generating circle and whose centre lies at 
the point of AB through which the vertex of the cycloid 
-olls.

16. Areas and volumes. The area S x swept out by the
ordinate as <p varies from q> =  0 to (p =  qp, is

25, =(2/~*+ d*) <p—4dr sin <p+ sl" 29 (10)
The “total area” S (for cpj =  2jx) is

S =  2nr2 -\-nd2 (11)
For the common and curtate cycloids, this is the area of the 
figure OADBOx (Fig. 498a, c); for the prolate cycloid, it is 
the area of the figure that remains after removing the rec­
tangle OABOx from the figure AA1D B lB (Fig 4986)

For the common cycloid (d =  r)
S =  3 Jir2 (12)

Thus, the figure bounded by an arch of the cycloid and the 
base is three times the area of the generating circle [Rober- 
val (1634), Torricelli (1643)].

The area Fj of a surface formed by rotation of a common 
cycloid about its base AB is

C 64 9 64 c
f 1 = t ^ = t s

where 5  is the area of a loop of the cycloid.

(13)
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The volume V1 of the corresponding solid of révolution is

V, =  5 j iV » = -j j -K  (14)

where V is the volume of the circumscribed cylinder.
The area F2 of a surface formed by rotation of a com- 

mon cycloid about the altitude DF is

F , = 8 n ( j i — J - ) r *  (15)

The vplume V2 of the corresponding solid of révolution is 

' Vi =  nr* ( y  Ji2— ^ - )  = - ^ -  V'—2V" (16)

where V' is the volume of the circumscribed cylinder and Vn 
is the volume of the inscribed sphere.

K

Fig. 502

17. Tautochrone l) property of the cycloid. A mass point 
moving under gravity along a common cycloid ADB 
(Fig. 502) concave upward reaches its lowest position D in an 
interval of time _

7  (17>

(r is the radius of the generating circle, g  the accélération 
of gravity). This interval is independent of the initial posi­
tion of the point (Huyghens, 1673).

O From the Greek meaning “equal time”.
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. herefore the period T of oscillation of a cycloidal pen- 
_m (7 =  4/) is not dépendent on its amplitude (a circu- 
zendulum has this property only for small oscillations), 

'••i string of the cycloidal pendulum constructed by Huyg- 
is fixed at the starting point K of another cycloid AKB , 

:h is the evolute of cycloid ADB (see Item 10).
.8. The cycloid as a brachistochrone. n The brachistoch- 

of a mass point moving under gravity (in a medium 
*-:se résistance may be neglected) from a given point A to 
« jwer-lying point B (not located on the same vertical as A) 
* a common cycloid. It is concave up, the point A is the 

r-rting point. The size of the generating circle is determi- 
from the condition that the cycloid must pass through 

:«::nt B.
The time / of quickest descent is determined from the 

zrmula

t = V  T * 8 (18)

ihere <pi s  the angle of rotation (of the generating circle) 
rorresponding to the point B.

Example. Point B is 0.83 m below point A, and 1.54 
-.etres from A horizontally Find the time of quickest des­
zen t from A to B.

Solution. Take the coordinate origin at A , the x-axis 
pointing vertically down; for the xy-plane take the vertical 
plane passing through A and B . Take the y-axis so that 
point B has a positive abscissa. We take a scale unit of 
l métré. Then the coordinates of B will be

jc1 =  1.54, y1=0.83 (19)

The cycloid ensuring quickest descent is given by the 
équations

x =  r (<p—sin <p), y =  r (1 — cos qp) (20)

From the conditions of (19) it is possible to find the radius 
r of the generating circle and the value <p=q)B correspond- 
ing to the point B

*> The term “brachlstochroneH, derived from the Greek “brachlstos”, 
shortest and “chronos”, time, is the curve of quickest descent 
from one point to another. The tcrm was introduced by John Ber­
noulli (1667-1 748) who posed the problem of finding the “curve of 
shortest descent”. In 1696 he and James Bernoulli simultaneously 
published the solution.
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To do this, eliminate r from (20) and solve the équation 

1.54 (1 — coscp) =  0.83 (q> — sin (p) 

by the method given in Secs. 288-289. This yields 

<p «  195° («  3.40 radians)

Now from the second équation of (20) we find 

r «  0.42 (métré)

Finally, from formula (18), putting g = 9 .8  m/sec2, we get

/ =  j /  ^-—-3.40 «  0.70 (second.

The descent from A to B along an inclined plane would 
hâve lasted 0.87 sec, which is nearly 25% longer.

19. Historical background. The cycloid played an excee- 
dingly important rôle in the history of higher mathematics. 
For over half a century it attracted the attention of out- 
standing mathematicians of the 17th century. A number of 
its properties found by geometrical methods confirmed the 
correctness of new analytical methods. Other properties were 
discovered by the new methods alone.

In 1590, Galileo, studying the path of a point on a roll- 
ing circle constructed a cycloid (Galileo gave it the name 
cycloid). He wanted to détermine the area bounded by an 
arch of the cycloid and its base. Not having at his disposai 
the means for a theoretical solution of the problem, he at- 
tempted to find the ratio of the area of the cycloid to the 
area of the generating circle by means of wreighing. He at 
first believed this ratio to be equal to 3, but then noticed 
that the experiment invariably yielded a number less than 
three. Since the différence was slight, the desired ratio see- 
med beyond the capability of smali integers, and Galileo 
became convinced that the ratio was irrational.

After Galileo’s death (1642), his pupils Torricelli and 
Viviani, who had shared with him the deprivations of impri- 
sonment, undertook the mathematical investigation of the 
cycloid. Applying kinematic reasoning, Viviani found the 
property of the tangent (given in Item 5); Torricelli, using 
techniques that foreshadowed the intégral calculus, determi- 
ned the area of a cycloid (Item 14).
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The area of a cycloid was found by Roberval too (inde- 
■: denlly of Torricelli and, probably, a few years earlier). 
’ DervaTs method is remarkably ingenious and simple (it is 
:î>ed on the property of Item 11).1'

Using the same method, Roberval found the volumes of 
solids of révolution of the cycloid about the base and 

itout the altitude. Roberval considered the prolate and cur- 
jte cycloids in addition to the common cycloid and gave a 
-rthod for constructing their tangents.

Remarkable as these discoveries were, they had to do with 
.te same problems which long ago had been solved for a 
--mber of other figures. Yet ail attempts to accomplish an 
izzct rectification of curvilinear arcs had failed. The cycloid 
his the first curve to be rectified. This was first accomplished 
:y the English astronomer, physicist, mathematician and ar­
rêtée t Christopher Wren (1632-1723). Wren’s work was pub- 

shed in 1658. The same problem was soon solved by a num- 
:er of other scholars, and Fermât was first to rectify an al- 
gbraic curve (the semicubic parabola).

An exhaustive investigation into the geometrical proper- 
* es of the cycloid was carried out by Biaise Pascal, whose 
. jrk was published in 1659.

During the next forty years, such first-class scientists as 
Huyghens, Newton, Leibniz and the Bernoulli brothers inve- 
fîigated the mechanical applications of the cycloid (see Items 15 
i-.d 16). In its generalized form, the problem of the brachis- 
tochrone (Item 16) was one of the basic sources for a new 
Dranch of mathematics called the calculiis of variations, which 
*as created in the 18th century in the works, of Euler and 
Lagrange.

T h e  u n d e r l y i n g  i d e a  o f  t h e  m e t h o d  i s  t h i s :  r e a s o n i n g  f r o m  
s y m m e t r y ,  i t  i s  c l e a r  t h a t  t h e  s i n e  c u r v e  AQD  ( F i g .  5 0 3 )  w h i c h  i s  
d i s c u s s e d  i n  P r o p e r t y  1 1  p a r t i t i o n s  
: n t o  e q u a l  p a r t s  t h e  r e c t a n g l e  A F D K  f t  JJ
c o n s t r u c t e d  o n  h a i t  t h e  b a s e  o f  t h e  c y c -  - - - - - -
l o i d  a n d  o n  i t s  a l t i t u d e .  F r o m  e l e m e n -  
t a r y  r e a s o n i n g ,  i t  f o l l o w s  t h a t  t h e  f i g u r e  
A F DQ  f o r m e d  b y  t h e  a l t i t u d e ,  h a l f  t h e  
b a s e  a n d  b y  t h e  s i n e  c u r v e  i s  e q u a l  t o  
t h e  g e n e r a t i n g  c i r c l e .  T o  o b t a i n  t h e  a r e a  /J F
o f  t h e  s e m i c y c l o i d ,  w e  h â v e  t o  a d d  t h e  
a r e a  o f  t h e  “ p e t a l ”  A Q D P  b e t w e e n  t h e  F i g .  5 0 3
s e m i - a r c h  o f  t h e  c y c l o i d  a n d  t h e  s i n e
c u r v e .  R o b e r v a l  p r o v e d  t h i s  p e t a l - s h a p e d  l o o p  t o  b e  e q u a l  t o  h a l f  
t h e  g e n e r a t i n g  c i r c l e .  T h e  p r o o f  c o n s i s t s  i n  a p p l y i n g  w h a t  i s  k n o w n  
a s  C a v a l i e r i ’ s  p r i n c i p l e  ( t h e  s e m i c i r c l e  i s  b o u n d e d  b y  a  v e r t i c a l  d i a -  
m e t e r ,  t h e  s e c t i o n s  a r e  m a d e  p a r a l l e l  t o  t h e  b a s e ) .
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515. Eplcyclolds and Hypocyclolds

1. Définition. Like the epicycloid (Fig. 504a), the hvpo- 
cycloid (Fig. 5046) is a curve L described by a point M nxed 
in the plane of some circle C (generating circle) of radius r 
when this circle rolls without sliding along a fixed circle 
(directrix) of radius R. The curve L is called an epicycloid 
when the circles C and O are externally tangent, and a hy- 
pocycloid when the tangency is internai.

The epicycloid of Fig. 504a and the hypocycloid of Fig. 5046 
are described by the motion of point M located on the cir- 
cumference of the generating circle. Such epicycloids and hy- 
pocycloids are termed common in contrast to the curtate and 
prolate curves. The epicycloid (Fig. 505a) and the hypocycloid 
(Fig. 5056) are called curtate when point M is taken inside 
the generating circle, i. e. whend < r (d =  CM is the distance 
of M from the centre C of the generating circle), and prolate 
(Fig. 506a and 6) when M is exterior to the generating circle, 
i. e. when d > r.

The starting point of an epicycloid or hypocycloid (4 in 
Figs. 504-506) is a point which lies on the straight line (C ^i) 
connecting the centre (Ci) of the generating circle and the 
point (Ex) of support, and is on the same side of the centre Cx 
as the point Ex of support. The points A', B, B' in Fig. 505a 
and 6 are also starting points.

The starting points of a common epicycloid and a common 
hypocycloid (A, B , /(, in Fig. 504a and 6) lie on the direc- 
ting circle (directrix) and coincide with the respective points 
of support of the generating circle.

The vertex of an epicycloid or hypocycloid (D in Fig. 505a 
and 6) is that point which lies on the straight line C2E2 joi- 
ning the centre C2 of the generating circle to the point E2 
of support but is located on the extension of the segment C2E2 
beyond the point C2.

The points D', L, L' in Fig. 505a and 6 are also vertices.
The circle described by the centre of the generating circle 

is called the line of centres of the epicycloid (hypocycloid). 
The radius OC of the line of centres is

OC =  OE +  EC =  R-{-r for the epicycloid,
OC= | OE — EC | =  | R — r | for the hypocycloid

2. Construction. To construct an epicycloid or hypocycloid 
from given R (radius of directrix), r (radius of generating 
circle) and d (distance of point M describing epicycloid or
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(a)

(b)
Fig. 504
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( a )

(b)
Fig. 605
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hypocycloid from the centre C of the generating circle) we 
do as follows.

Draw two circles (in Fig. 506a and b  they are shown as 
heavily dotted lines) O (R) and C0 (r) contacting each other 
externally at the point V if we are constructing an epicycloid 
(Fig. 506a) and internally if we are constructing a hypocyc­
loid (Fig. 5C66).

From centre C0 also draw a circle of radius d (shown as 
a solid curve and labelled with numbers) and dénoté by Af0 
that point of intersection with the straight line OC0 which 
lies on the extension of the segment C0F beyond point C0. 
Point M0 will be one of the vertices of the required curve.

Divide circle C0 (d) into an even number (2n) of equal 
arcs (we hâve taken 2n=16) so that point M 0 is one of the 
points of division. Number the division points 0, ±1,  ±2, 
. . . .  ±  n (the zéro label corresponds to M0, the labels a and 
--  n correspond to one and the same point). For definiteness 
let us assume that the numbers of the Ihbels increase in a 
clockwise traversai of the circle C0.

Then from centre O draw a circle of radius OC0 — the line 
of centres of the required epicycloid (hypocycloid) — and on 
it lay off from point C0 arc C0Cn, the measure of which (in 
degrees) is determined from the proportion

C ^ C n : \ S 0 °  =  r : R  (1)
and which is clockwise if we are constructing an epicycloid, 
and counterclockwise if a hypocycloid. From the same point 
C0 lay off arc C0C_„ symmetric to CqC,,.1* In Fig. 506a and b, 
where r:R =  1:4, the arcs C0C8 and C0C_8 each contain 45° 
and, geometrically,:are readily constructed exactly with straight- 
edge and compass. In other cases, such a construction may 
prove complicated or impossible altogether. Then the construc­
tion is performed in approximate fashion to the required degree 
of accuracy.

Divide each of the arcs C0Cn, C0C_„ into n equal parts 
and label the division points C±1, C . . . ,  C±n starting 
with point C0.

Now from point O draw a number of concentré circles 
passing successively through Af0, which has the label O, 
through a pair of points labelled ±1,  through a pair of points 
labelled ±2,  and so on. On the first of these circles will lie 
ail the vertices, on the last, ail the starting points.

*)  I f  r  >  R ,  t h e n  t h e  a r c s  C 0Cn a n d  C 0 C _ /t o v e r l a p ,  a n d  i f  r  >  2 R,  
t h e n ,  b e s i d e s ,  e a c h  o f  t h e  a r c s  C 0 C n , C0C - n o v e r l a p s  i t s e l f .
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d

Fig. 506a

From points Cx, C2, . Cn as centres, draw semicircles 
of radius d so that their extremities lie on the first and the 
last of the concentric circles and so that these semicircles 
can, by rotating about point O, be brought to coincidence
with the semicircle bearing the labels 1 , 2 , 3 ..........Similarly,
from centres C_lt C_2, C_3, . . .  draw semicircles which, af- 
ter rotation about point O, can be brought to coincidence 
with the semicircle labelled —1, —2, —3, . . . .

Mark points M lt Atf_ lt where the semicircles C1 (d), C_ x (d) 
meet that one of the concentric circles which was drawn
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Fig. 506&

through the points ± / ;  then mark points M 2, At_ 2 where 
the semicircles C2, C_ 2 meet the circle drawn through the 
points ±2 ,  etc. Ail the points Aî±1, M ± 2, Af±3, . . .  lie on 
the desired curve, and points Af8Af_ 8 coincide with thestar- 
ting points A, B (these could hâve been obtained prelimina- 
rily by drawing the straight lines 0C n, 0C_„).

That is how one branch of the epicvcloid (hypocycloid) is 
constructed from points. To construct adjacent branches, it 
suffices to continue the sériés of points C asshown in Fig. 506a 
and b. These points will hâve to be renumbered. The circle C0
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need not be drawn anew, since its sole purpose is to aid in 
constructing the concentric circles, which remain the same.

3. The parametric équations (with coordinate origin 0  at 
centre of directing circle; axis OX directed towards one of 
the starting points; <p, the angle of rotation of ray OC from 
its initial position1*) is: 

for epicycloid,

Eqs. (2b) are obtained from (2a) by replacing r  by — r  
and d by —d.2)

4 .  Peculiarities of shape. Any epicycloid lies in an annulus 
bounded by circles of radii | R -j-r-f-d ) and | R - \ -r—d |. On the 
first of these circles lie the vertices, and on the second, the 
starting points of the epicycloid. Thus, the vertices of an 
epicycloid are always farther from the centre than the starting 
points, as can be seen in Figs. 5 0 4 a ,  5 0 5 a ,  and 5 0 6 a .

Any hypocycloid lies in an annulus bounded by circles of 
radii | R — r —d | and | R — r-\-d\.  On the first lie the verti­
ces, on the second, the starting points of the hypocycloid. 
Thus, when R > r, the vertices of the hypocycloid are doser 
to the centre than the starting points, as is évident from 
Figs. 5 0 4 6 ,  5 0 5 6, and 5 0 6 6 .  The reverse holds when R < r .  
Hypocycloids of this second type are called pericycloids. We 
do not give spécial drawings for the simple reason that every

*> T h i s  a n g l e  i s  e q u a l  t o  ^  XOC  f o r  a i l  e p i c y c l o i d s  a n d  f o r  t h o s e  
h y p o c y c l o i d s  t h e  r a d i u s  o f  t h e  g e n e r a t i n g  c i r c l e  o f  w h i c h  i s  l e s s  t h a n  
t n e  r a d i u s  o f  t h e  d i r e c t i n g  c i r c l e  ( r  <  R).  B u t  i f  r  >  R,  t h e n  qp =  
=  £ X O C  +  n .  N o t e  t h a t  t h e r e  i s  n o  h y p o c y c l o i d  f o r  w h i c h  r = R  b e c a u s e  
t h e n  t h e  g e n e r a t i n g  c i r c l e  c o u l d  n o t  r o l l  w i t h o u t  s l i d i n g  a l o n g  t h e  d i ­
r e c t i n g  c i r c l e  a n d  c o n t a c t  i t  i n t e r n a l l y .

*> F o r  t h e  i n d i c a t e d  c h o i c e  o f  d i r e c t i o n  o f  x - a x i s  a n d  p a r a m e t e r  <p, 
E q .  ( 2 b )  i s  a l s o  v a l i d  f o r  t h o s e  h y p o c y c l o i d s  i n  w h i c h  r >  R  ( s u c h  
h y p o c y c l o i d s  a r e  c a l l e d  pericycloids).  B u t  i f  ( a s  I s  o f t e n  d o n e )  w e  t a k e  
f o r  t h e  p a r a m e t e r  <p t h e  a n g l e  XOC,  t h e n  t h e  p a r a m e t r i c  é q u a t i o n s  
o f  t h e  p e r l c y c l o i d  w i l l  d i f f e r  f r o m  t h e  é q u a t i o n s  o f  t h e  o t h e r  h y p o c y ­
c l o i d s .

(2a)

for hypocycloid.

(2b)
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pericycloid is identical with some epicycloid and differs from 
the latter solely in the mode of génération. This is discussed 
in detail in Item 7.

In a rotation about the centre O through an angle which
is a multiple of ^ , an epicycloid (hypocycloid) cornes to
coincidence with itself Thus, the curve in Fig. 504a, where 
R = 3 r, is brought to coincidence with itself in a rotation
about O through the angle ±  the angle ±  — , ± 2 ji, etc.
The same goes for Fig. 5046. In Figs. 505a, 6 and 506a, 6, 
where R — 4r, coincidence is attained in a rotation through
an angle that is a multiple of — .

The starting points of a common epicycloid (hypocycloid) 
are cusps (see Fig. 504a and b).

If the ratio R.r  is an integer m, then the epicycloid (com­
mon, prolate or curtate) fs a closed algebraic curve of order 
2(m-}-l), and the hypocycloid is a closed algebraic curve of 
order 2(m — 1). Thus, the epicycloid of Fig. 504a (where 
R \r=z3:1) is a curve ol the eighth order, while the hypocy­
cloid in Fig. 5046 (here also R:r =  3:1) is a curve of the 
iourth order. Both epicycloid and hypocycloid consist of m 
congruent branches.

If the ratio R:r is a fraction which in lowest terms is of
the form — (q ?= 1) then the epicycloid (hypocycloid) is also
an algebraic curve [of order 2 | p ± q | ] and consistsof p con­
gruent branches. Thus, the common epicycloid in Fig. 507 
(R:r .= 3:2) is a curve of the lOth order and consists of three 
congruent branches.

If the ratio R.r  is an irrational number, then the epicy­
cloid (hypocycloid) is not closed and hasan infinity of bran­
ches which intersect one another

5. Particular types.
(1) For R.r — 2:1 both the prolate and curtate hypocy- 

cloids constitute an ellipse with centre at O. The semiaxes 
of the ellipse are a =  r +  d\ 6 — \r — d |; the end-points of the 
major axis are the starting points, the end-points of theminor 
axis are the vertices of the hypocycloid. This method of con- 
structing ellipses is the underlying principle of an instrument 
for tracing ellipses

(la) If for constant R and r connected by the relation 
R\r =  2:1, the différence r — d tends to zéro, then the minor 
axis of the ellipse decreases indéfini tel y and the major axis 
tends to coincidence with the diame.ter ol the directing circle.
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The common hypocycloid obtained in the Iimiting case (d =  r) 
is a segment of a straight line; namely, that diameter of the 
directing circle which joins the starting points. In one com­
plété révolution of the generating circle, this diameter is 
traced out in one direction; in the next révolution, in the 
opposite direction. Thus, in this Iimiting case too the starting 
points of a common hypocycloid are cuspidal points.

(2) For R =  r, each of the epicycloids represents a limaçon 
(Sec. 508); in particular, the common epicycloid of the type 
under considération is nothing other than a cardioid.

(3) For R:r =  4:1, the common hypocycloid is an astroid 
(Fig. 508); this curve is distinguished by the fact that the 
line-segment EF of its tangent that lies between two mutually 
perpendicular straight lines (passing through two pairs of op­
posite starting points) has the same length R. The équation 
of the astroid in rectangular coordinates (as in Fig. 508) is

x9/t-\-yt/3 =  R t/a

or, in parametric form,

x =  R cos2 3 «, y =  R sin3u
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6 . Limiting cases.
Case 1. For an infinité radius of the directing circle and 

a given radius of the generating circle, an epicycloid (hypo* 
cycloid) turns into a cycloid (Sec. 514, Item 1) with the same 
radius of the generating circle.

Case 2. When the radius of the generating circle becomes 
infinité, it reduces to a straight line (KL in Fig. 509), which 
rolls without sliding along the directing circle O; then the 
epicycloid (hypocycloid) becomes a curve described by a point M 
fixed to the straight line KL.

If M lies on the straight line KL itself (like point P in 
Fig. 509), then the described curve (AB in Fig. 509) is the 
involute ol the directing circle (Sec. 512, Items 1 and 2).

If the point, fixed to the straight line TP, lies on the 
same'side as the directing circle (like point M in Fig. 509), 
then the projection P of this point traces out the involute 
AB, and point M itself traces out a curtate involute of the 
circle. This curve is the locus of the end-point of segment 
PM of a given length / laid off on the tangent PT  to the 
involute AB; here, the direction of PM coïncides with that
of decreasing arc AP of the involute.
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Eut il the point attached to the straight line KL lies on 
the other side of this straight line, then it describes a pro- 
late inuolute. This curve is constructed in similar fashion, 
with the sole différence that the segment of given length 
is laid off on tangent PT in the direction of increasing
arc AP.

7.  Double génération of hypocycloids and epicycloids.
The common hypocycloid obtained with the aid of a gene- 
rating circle of radius r which rolls along the circumference

of a circle of radius R 
is identical with a “hy­
pocycloid” obtained by 
means of a générating cir­
cle of radius

rx =  R - r (3)

which rolls along the same 
circumference of the circle 
of radius R.

The word “hypocyc- 
!oid” is in quotation marks 
because when r > R, by 
this term is meant an 
epicycloid the radius of the 
générâting circle of which 
is r — R.

Example I. An astroid 
inscribed in a circle of 
radius R , which is obtai­
ned (Item 5) by roi 1 ing
a circle of radius 4- R
along a circle of radius R 
having internai contact 

with the generating circle, may be obtained in the same way
1 3as a hypocycloid for which R1 =  R, rx =  R — -  R = ~  R-

Exemple 2. The common hypocycloid obtained by rolling 
a circle of radius r = 4 métrés along the circumference of 
a circle of radius R =  2 m is identical with the “hypocyc­
loid” obtained by rolling a circle of radius rY =  2 m — 4 m =  
= — 2 m along the circumference of a circle of radius 
Ri= 2 m, that is, with an epicycloid for which Rx =  2 m, 
rx =  2 m. This epicycloid is a cardioid (I tem 5).
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From the foregoing it follows that any common epicycloid 
(R, r) is identical with a hypocycloid 11 (R , R-\-r). Thus,
the common epicycloid of Fig. 504û =  R j may be obtai-
ned as a hypocycloid corresponding to the values Rt — Rt

Double génération is also applicable to hypocycloids (epi- 
cycloids) of the general type, namely: a hypocycloid corres­
ponding to given quantities R , rt d may be obtained in the 
same way as a “hypocycloid” (Rlt rlt d^, where Rlt rlt dx 
are expressed in terms of R , r, d by the following formulas:

R i = - j  R, d1 =  R — r (4)

When R < r, * 2) the curve (Rlt rlt d{) is an epicycloid for 
which /? ! = — /?, r1 =  -̂ ~ (r— R), dl =  r — R.

Now any epicycloid (R, r, d) is identical to a hypocycloid

Ri =  — R, r\ —— {R Jr r)> dx =  R-\-r (4a)

belonging to the pericycloid type.
Note. If a hypocycloid (epicycloid) is prolate in one 

mode of génération, then it becomes curtate in the other 
mode of génération, and vice versa.

Example 3. The prolate hypocycloid ^R , -J- R, --  R'j
constructed in Fig. 5066 may be obtained as a (curtate) 
hypocycloid (Rlt rlf dx), where [by formulas (4)]

Example 4. The prolate epicycloid ^R, -j- R, con’
structed in Fig. 506a may be obtained as a (curtate) hypo­
cycloid (Rv  r lf d^, where [by formulas (4a)]

R i = - j R -  r* ~ T  R' d> = T R

8. Property of normal and tangent. The normal drawn
through point Ai of any epicycloid (hypocycloid) passes
through the corresponding point E of tangency of the gene- 
rating circle to the directrix. The tangent to a common

*) Belonging to the type ol pericycloids;  see Item 4.
2) That  is, when the original hypocycloid is a pericycloid.



822 HIGHER MATH EM AT ICS

epicycloid (hypocycloid) passes through point £' of the 
generating circle diametrically opposite the point £  (cf. 
Sec. 514, Item 8).

The mode of construction of the tangent is thus clear. 
9. The radius of curvature R of any epicycloid is

R =  (R +  r)
^ r 2 + d * - 2 d r  c o s  — ^

| r ’ + d* (R + r ) - d r  (R + 2 r ) cos ^
(5)

The corresponding formula for the hypocycloid is obtained 
from (5) by replacing r by —r and d Ly —d.

For the common epicycloid (hypocycloid) we get

R 4r  | R ±  r
! R ±  2r  I sin R(y 

2 r (5a)

where the plus sign corresponds to the epicycloid and the 
minus sign to the hypocycloid.

Formula (5a) may be rewritten thus:

<5b>
Here, l is the chord ME of the generating circle joining 
point M of the epicycloid (hypocycloid) to the correspon­
ding support point E of the generating circle. Formula (5b) 
yields a simple method for constructing the centre of cur­
vature

At the starting points of the common epicycloid (hypo­
cycloid) R =  0.

At the vertices
ô  _  4r | R ±  r |

I R ±  2 r |

10. Evolute. The evolute of a common epicycloid or hy­
pocycloid (i.e. the locus of its centres of curvature) is a curve 
similar to the original one. The similarity ratio for the epi­
cycloid is R:(R +  2r) and for the hypocycloid, R:(R — 2r). 
The evolute has the same centre as the original epicycloid 
(hypocycloid). The vertices of the evolute coincide with the 
starting points of the original curve (cf. Sec. 514, Item 10) 
so that one of these curves may be obtained from the other 
by rotation through the angle ji ■ ~  with subséquent pro- 
portional alteration of the distance from the centre.
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Example. The evolute of the astroid ABCD (Fig. 508), 
that is, of a hypocycloid for which R =  4r, is also an ast­
roid obtained from the given one by a rotation through an 
angle of 45° about the centre and a proportional alteration 
of the distances to the centre in the ratio R:(R-— 2r) =  
=  4:2 =  2:1. The starting points A, B , C, D will be verti- 
ces of the evolute.

11. The arc length s of an epicycloid between points
<p=0, <p =  <Pi is

<Pi ________________
+  2rdcos|Sd<p (6)

0
The length of this arc is equal to that of the arc of the 

ellipse
* =  2 ( d + r ) £ i i - c o s |^ .  y =  2 (d —r ) ^ - s i n | î  (7)

between the points with the same values of the parameter <p.
Intégral (6) cannot, in the general case, be expressed in 

terms of elementary functions of the argument <px. However, 
for the common epicycloid (the ellipse degenerates into a 
segment whose length is 8r) we hâve

8 t (R + r) 
R

sin2 Rq> i 
4 r (8)

In particular, the arc between two adjacent starting points is

8 r ( l + " î r )  (9)

The foregoing remains valid for the hypocycloid if we 
replace d , r by —d , —r respectively.

12. The natural équation of the common epicycloid (hypo­
cycloid) is

^  +  (î -4 i l= 1  ( 0 < J < 2 6 )  (|0)

where a =  4y ^ ■ b —*r r), R is the radius of curva-
ture, s, the arc length reckoned from one of the starting 
points. In the expressions for a, b, the upper signs refer to 
the case of an epicycloid, the lower signs, to the case of a 
hypocycloid. Eq. (10) is obtained by eliminating the para­
meter <p from (8) and (5a).
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If we take one of the vertices for the origin of arc recko- 
ning, then the natural équation will be

£  +  - £ = 1  ( -* < * « £ & )  (10a)

Cf. Sec 514, Item 13.
13. Kinematic property. £q. (10) or (10a) expresses the 

following property in the language of kinematics: if an arc 
of a common epicycloid or a common hypocycloid rolls with- 
out sliding along a straight line A B ,  then the centre of 
curvature of the point of contact moves in an ellipse; the 
centre of the ellipse lies at the point of A B  through which 
the vertex.of the epicycloid (hypocycloid) rolls; one of the 
semiaxes coincides with A B  and is equal in length to the
half-branch of the epicycloid (hypocycloid) | r) | , the
other semiaxis is the radius of curvature at the vertex and
is equal to | ^  | Cf. Sec. 514, Item 14.

14. The sectorial area S described by a radius vector OM, 
which in the starting position leads to the starting point of 
the epicycloid, is expressed by the formula

5 =  +  ( 11)

In particular, for the common epicycloid

s  =  (R + r ) ( ^ 2 1 | (p_ ^ - sin^ > \ (J2)

(Newton).
In the case of a hypocydoid, we hâve to replace r by 

—r in formulas (11) and (12).
In (11) and (12), the area is regarded as a directed quan- 

tity, that is, it is assumed that in those ranges of the para- 
meter <p where the radius vector rotâtes in the négative 
direction, it sweeps out a négative area.

The area of the sector described by the radius vector OM 
of a common epicycloid (hypocycloid) when point M traverses 
one branch is expressed by the formula

O  _nr (R±r) (R±2r)  / 1 0 ,
àl —-------- -̂-------- UoJ

where the upper signs are taken for the epicycloid, the lower 
signs, for the hypocycloid.
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The area S2 of the corresponding sector of the directing 
circle is

S2 =  n R r  (14)
Therefore the area 5 of the figure bounded by one branch 

of a common epicycloid (hypocycloid) and the corresponding 
arc of the directing circle is expressed by the formula

5 = |  Sj —S, | =  nr* 13 ± 2 1 (15)

Example. Consider a common hypocycloid for which 
r:R =  1:4. that is, the astroid ABCD (Fig. 508). By formula 
(15) we get

S =  nr* | 3—2 —  l =  ~ - n r * = ^  ji/?> (15a)

This is an area bounded by one of the branches of the ast­
roid, for example, the branch AB, and the corresponding arc
AB of the directing circle O (AB =  9Q°).

However, this saine astroid may also be regarded as a 
hypocycloid for which r:R =  3:4 (Item 7). Then, using (15), 
we get

S = n / - * | 3 - 2 - 4 | = 4 ' 5l/'2= M nR* (15b)
This resuit may appear absurd, but one must take into 

account that now, for branch AB of the astroid, the corres­
ponding arc is not AB which contains 90°, but the second 
arc (BCDA) containing 270°, so that formula (15b) expresses 
that area which togcther with the area (15a) fills the entire 
circle O. Indeed, adding (15a) and (15b), we get

15. Historical background. In order to explain the rétro­
gradé movements of the planets, the ancient Greek astronomers, 
following Hipparchus (second century B. C.), attributed to 
them a uniform motion along a circle (epicycle)y the centre 
of which was in uniform motion along another circle (deferent). 
The curve traced out by a point under these conditions is an 
epicycloid. However, wedo not know which of the geometrical 
properties were known to the ancients. In the middle of the 
13th century, an outstanding Persian astronomer and mathe- 
matician Muhammed Nasr-ed-din (1201-1274) established that 
the point of the circumference of a circle rolling on a fixed 
circle of double radius and contacting it internally describes
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the diameter of the fixed circle (Item 5). Independently of 
Nasr-ed-din this property was discovered by the Polish astro- 
nomer N. Copernicus (1473-1543). It is described in his 
celebrated “De Revolutionibus Orbium Coelestium” (“The 
Révolutions of the Heavenly Bodies”) published in 1543. 
The theorem of Nasr-ed-din—Copernicus was widely used in 
applied mechanics.

The systematic study of epicycloids and hypocycloids was 
begun in 1525 by the noted German painter Albrecht Dürer 
(1471-1528), who employed geometrical methods in his pain- 
ting. However, mathematicians were not acquainted with 
Dürer’s investigations.

In the-rniddle of the 17th century, Gérard Desargues 
(1593-1662) made a study of the properties of epicycloids 
in connection with the problem of designing gear wheels with 
minimum friction. Desargues combined profound mathematical 
ideas with engineering talents, but his results (like those in 
other fields) were not published, though they were known to 
his friends.

La Hire continued the studies of Desargues and published 
in 1675 a “Treatise on Epicycloids and their Employment in 
Mechanics”, where he established a number of important 
properties, including the properties discussed in items 7, 8, 
10, 11, 14 and 15.

Newton, in his immortal “Principia” (“The Mathematical 
Principles of Natural Philosophy”) (1687) generalized the 
investigations of Huyghens on the cycloidal pendulum (Sec. 514, 
Item 17) and established that in a spherical field of gravi­
tation the line of isochronous vibration of a pendulum is an 
epicycloid.

Being a natural generalization of cycloids, the epicycloids 
and hypocycloids repeatedly attracted the attention of inves- 
tigators. particularly Leibniz, Euler and Daniel Berno­
ulli (1700-1782).

516. Tractrlx

1. Hictorical background. In the year 1693, a French 
physician Claude Perrot posed the following problem: one 
end of an inextensible string is attached to a point Ai lying 
in a horizontal plane; the other end is in motion along a 
straight line X'X  lying in the same plane. What kind of 
curve will the point carried by the taut string trace out?
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This problem was solved by Leibniz, who set up the 
differential équation of the curve, proceeding from lhe tact 
that the segment of its tangent line from the point of con­
tact M to intersection with the straight line X'X  must be 
of constant length (equal to the length of the string). Inde- 
pendently of Leibniz and at the same time, the problem was 
solved by Huyghens, who gave it the name “tractory” (today 
it is calied the tractrix) l)

2. Définition. The tractrix (Fig. 510) is the locus of points 
having the property that the segment MP of the tangent 
line from the point of tangency M to intersection with the 
given straight line X'X (directrix) has a given magnitude a. 
Point A of the tractrix which is farthest from the directrix 
is called the vertex; the perpendicular AO dropped from the 
vertex to the directrix is the altitude of the tractrix.

1> More historical detail* are given in item 14.
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3. The parametric équations (with x-axis the directrix of 
the tractrix and with. the axis of ordinates directed along 
the altitude towards the vertex A) are

x =  a cos (p-|-a ln tan — , ^
y = a  sin <p f

where <p = £ X P M  is the angle which ray PM makes with 
the positive direction of the axis of abscissas (0 < cp < n).

4. Peculiarities of shape. The tractrix is symmetric about 
the altitude AO (which is equal to the given segment a). 
The straight line AO is tangent to the tractrix at the point A, 
which is a cusp of the tractrix. The tractrix lies on one side 
of the directrix and recedes to infinity on both sides of the 
vertex. The directrix is asymptotic to the tractrix.

5. Construction. In order to construct a tractrix from its 
given altitude a, draw a straight line X'X (directrix); from 
some point O of this straight line as centre, draw a circle 
of radius a. At the intersection with the ray OY \_ X 'X  we 
find point A, the vertex of the tractrix. Through A and also 
through one of the points where the circle O intersects X'X, 
say B, draw tangents AD, BD to the circle; D is the point 
at which they meet. On the segment BD =  a take a sériés ot 
points 1', 2', 3', . . .  so that the line-segments BD, Bl', B2', 
B3', . . .  form a géométrie progression:

BD:BJ' =  B r :B 2 '^ B 2 :B 3 '  =  . . . = q

The common ratio q may be taken at will. To avoid an 
accumulation of errors, it is convenient to bisect segment BD 
by point 4', segment B4' by point 8', etc. Labelling (for 
the sake of uniformity) point D as 0', we get a number of 
segments B0', B4', B8\  B16', . . .  which form a progression
with ratio . Now, between points 0', 4' construct interme-
diate points J', 2', 3' l) in the following order: first find 2' 
so that B2' is the mean proportional between B0' and B4'. 
While we are at it, label point 6', which bisects B2', and 
point 10', w'hich bisects B6'. We then get a sériés of seg- *)

*) Having in view the division of segment 0'4' into four parts, 
we numbered its lower end 4'\ for greater accuracy we can diviae this 
segment into 8, 16, etc. parts and then alter the numbering accor- 
dingly.

J) The numbers 2, 6. 10 form an arithmetic progression with the 
same différence (4) as the numbers 0, 4, 8, 12.........
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ments BO', B2', B4', B6', B8', BIO', . . .  which form a géo­
métrie progression with ratio 1:2

Further, we construct point V so that segment BV is the 
mean proportional between BO' and B2', and then label 
point 5\ the midpoint of segment BV , and point 9', the 
midpoint of segment B5', etc. Point 3' (extremity of seg­
ment B3' the mean proportional between B2' and B4') is 
construeted in the same manner; then label point T  (mid­
point of B3'), point IV (midpoint of B7'), etc.

As a resuit we obtain a sériés of segments BO', BV, 
B2', . . . ,  B12', . . .  which form a progression with ratio 
1:2V* *

Proceeding in the same manner we could build a pro­
gression of segments with common ratio 1:2,/a, l:2^ ia, etc.

Now take the directrix X'X and lay ofï oh both sides of 
point 0  a sériés of equal segments

0 1  =  1 U  =  1 1 1 1 1  =  1 1 1  / v = . . . = d
Theoretically, the exact value of d is determined from the 
proportion

d:a =  \n (a:BV) (2)
But if the ratio a:BV is close to 1, it is sufficient, for pra- 
ctical purposes, to take

d=0'l'*> (2a)
The subséquent construction proceeds as follows: join 

points V , 2', 3', . . .  to centre 0  and at the intersection of 
the rays OV, 02', 03', . . .  with the circle, label points 1, 
2, 3, . . .  (in Fig. 510 these labels are given inside the 
circle; for uniformity, label 0 dénotés the point of intersection 
of the circle and ray OD).

n Points 7', 9', I I '  are not indicated in Fig. 510 to avoid con- 
lusion. Generally speaking, there is no need to indicate the points 
which fall inside earlier construeted segments that are too small, 
since such points will not increase the précision of the construction.

*) In our case, when = the proportion (2) yields

d=a  ln (2 , / 4 ) = 4 - û  ln 2 ~  0.173a 
4

whereas when we assume we get

d - O ' l ' - B O ’- B l '  — a —  )  = 0.160a 

Thus, the error amounts to 7.5%.
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Lay off on arc B A, from point B, arc B!° =  2 B l t arc 
B2° =  2 B2, and so forth. Through the end-points /°, 2°t 3°,... 
of the doubled arcs (the appropria te numbers are given out- 
side the circle in Fig. 510) draw straight lines parallel to the 
directrix X'X , l) and from the points ±1, ± I I , ±111 as 
centres draw semicircles of radius a , as shown in Fig. 510 
(the semicircles / / / ,  / / /  are concave towards increasing
labels of the centres, and the semicircles —/, —//,  — III 
are concave towards decreasing labels).

Finally, we label the pair of points where the semicircles 
±1  intersect the straight line drawn through the pair of 
points where the semicircles ±11  intersect the straight line 
drawn through 2°, etc. Ail these pairwise symmetric points 
lie on the required curve.

6. The tractrix as an orthogonal trajectory; approximate 
construction. The orthogonal path of a family of circles of 
radius a with centres on a given straight line X'X (i. e. a 
curve which intersects ail these circles at tight angles) is 
a tractrix. This family of circles has an infinité number of 
orthogonal paths: through every point of one of the circles 
there passes one tractrix orthogonal to this circle. One of 
the trajectories is shown in Fig. 510; the other is symmetric 
to it about X'X. The others are obtained by a parallel 
displacement of that pair of tractrices along X'X.

This property enables one to make a rather exact sketch 
of a tractrix in the following manner. Draw a number of 
semicircles of radius a with centres closely spaced on the 
straight line X'X and, choosing on one of the circles an
arbitrary point distant about -i-a from X'X , draw through
it by eye a curve which intersects a number of adjacent 
semicircles at right angles that is to say; which is directed 
along the corresponding radius each time. Oi proceed as 
follows Label the point of intersection of a radius of a circle 
(or the prolongation of that radius) with an adjacent semi- 
circle; join the centre of the semicircle to the point thus 
found and label the point of intersection of the new radius 
with the following semicircle, etc. We obtain a polygonal 
curve which for ail practical purposes takes the place of the 
required tractrix if the centres are sufficiently dense. The 
accuracy of the construction diminishes as we approach the 
vertex.

n To do this, it is best to lay off on circle O, from point A. arcs 
symmetric to arcs A l 0, A2°. and join each of the points l° t 2° to the 
symmetric point.
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7. Construction of a tangent. To construct a tangent line 
at a given point M of a tractrix with given vertex A and 
directrix X 'X , it suffices on X'X  to strike an arc, at point P, 
from M as centre with radius AO =  a. The straight line MP 
is the required tangent line.

8. Radius of curvature:
R = a  cot (p (3)

Geometrically, this formula expresses (see Fig. 510) the 
fact that the radius of curvature of the tractrix at point M 
is a segment MC of the normal from M to intersection with 
the straight line PC drawn perpendicular to the directrix X'X 
through the point P of its intersection with the tangent at M.

The thus constructed point C is the centre of curvature 
of the tractrix at the point M.

The radius of curvature at the vertex A is
R A —  a (3a)

The radius of curvature M C  and the segment of the nor­
mal M E  (from M  to the intersection E  with the directrix) 
are connected by the relation

M C - M E  =  a2 (4)
That is, the radius of curvature M C  and the segment of the 
normal M E  are inversely proportional.

9. Evolute. The evolute LAN of the tractrix (Fig. 510), 
that is, the locus of its centres of curvature C is a catenary 
(Sec. 5171. In the OXY System of coordinates of Fig. 510, 
the équation of the evolute is of the form

T = t G T + ‘; " T )  (5)
or, what ls the same,

— =cosh — (5a)
a  a  '  '

10. The length s of the arc A M  is given by the formula

sa=a ln cosec (p =  a ln —

The différence s— |x |  between the length of the arc A M  
and the length of its projection on the directrix, as M  recedes 
indefinitely from vertex A, tends to the limit a (1 — ln 2):

lim (s — | x  |) =  a (l — ln 2) »  0.307a (6)
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11. Natural équation:

(7)

12. The area 5 of the infinité strip between the tractrix 
and its asymptote X'X  is one half the area of a circle whose 
radius is the altitude AO of the tractrix:

S =  (8)

13. The solid of révolution of the tractrix about the 
asymptote X'X  (which extends to infinity along X'X)  has a 
fini te surface Sx equal to the surface of a sphere of radius R, 
and a finite Volume V, equal to half the volume of the 
sphere:

S1 =  4jia2t (9)
V =  — na3 (10)

14. The tractrix and the pseudosphere. The surface 
(Fig. 511) formed by the révolution of the tractrix about 
its asymptote is called a pseudosphere. The name is due to 
the profound analogy between it and the surface of a sphere. 
Thus, if three points fl, C, D on the surface of a sphere are 
joined pairwise by shortest arcs, then in the resulting sphe- 
rical triangle BCD the sum of the interior angles is always 
gréa ter than jt, and the excess of the sum fl-j-C +  D over jx 
is equal to the ratio of the surface 5 of the spherical tri­
angle to the square of the radius a of the sphere:

( B  +  C  +  D ) - n = - § T (11)
Now if we take three points B , C, D (Fig. 511) on 

a pseudosphere (on one side of the parallel UV described by 
the vertex of the tractrix) and join them too by shortest 
arcs, then in the resulting pseudospherical triangle the sum 
of the interior angles will always be less than jx, and the 
déficit in the sum of fl +  C +  D up to jx will be equal to 
the ratio of the area 5 of the pseudospherical trianglè to the 
square of the radius a of the parallel line UV:

jt —  (f l +  C +  D )= -^ -  (12)

It is a remarkable fact that rectilinear triangles in Loba- 
chevskian geometry possess the property (12). And, generally, 
any patch of the pseudosphere which does not contain points
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of the parallel UV exhibits ail (without exception) proper- 
ties which any piece of a plane in Lobachevskian geometry 
possesses. This discovery was made in 1863 by the Italian

geometer E. Beltrami (1835-1900) and did much to dispel 
the distrust of Lobachevsky’s geometry on the part of nearly 
ail mathematicians including some very outstanding ones.

517. Catenary

1. Définition. The catenary is a curve in which a homo- 
geneous inextensible string hangs when suspended from two 
fixed end-points.

Note 1. In the original statement of the problem (see 
Item 9) we dealt with the line of suspension of a chain, 
whence the name (chain-line, or catenary). In replacing the 
chain by a string, we are able to disregard a number of 
circumstances (size of links, friction, etc.) which complicate 
the investigation. The intensity of gravity is assumed con­
stant in magnitude and direction.
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Note 2. The arc of suspension is shaped differently depen- 
ding on the position of the points P, Q from which the 
string is suspended, and on the length / of the string 
(/ > PQ). However, an investigation shows that by depicting 
arc PQ on a proper scale it is possible to bring it to coin­

cidence with some arc P„Q0 (Fig. 512) of quite a definite 
infinité curve LAN. It is to this infinité curve as a whole 
(and not to the arc of suspension, which constitutes only 
a part of it) that the name ‘'catenary” refers.

The lowest point A of the catenary curve is called its 
vert ex.

2. Equation. If for the coordinate origin we take the 
vertex of the catenary (this appears to be rather natural) 
and take the axis of ordinates vertically upwards, thé cate­
nary curve is given by the équation

—a ( 1)
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where a (the parameter of the catenary) is the length of a 
segment of the string such that its weight is equal to the 
horizontal component of the tension of the string (this com- 
ponent is constant throughout the arc of suspension).

However, it is usual to take for the origin the point O, 
which is at a distance a below the point A. We then hâve 
the simpler équation

or, using the notation of hyperbolic functions (Sec. 403), 

— = cosh — (2a)
a a '  7

Thus, the catenary is the graph oi the function cosh x 
<if segment a is taken as the scale unit).

The axis of abscissas X 'X , i.e. the straight line parallel 
to the tangent at the vertex A and lying below the vertex 
at a distance a, is called the directrix of the catenary curve.

3. The catenary and the tractrix. The catenary (LAN in 
Fig. 512) is an evolute of the tractrix U AV, the altitude of 
which is equal to the parameter a of the catenary. The 
tractrix U AV is that involute of the catenary whose starting 
point is the vertex A of the catenary. In other words, the 
segment MM' of the tangent MT from the point M of 
tangency to intersection with the tractrix U AV at point M' 
is equal in length to the arc AM of the catenary.

4. Construction. To construct a catenary with a given 
parameter a, find a number of points of a tractrix of altitude 
a (Sec. 516, Item 5). Then join each such point AT (Fig. 512) 
to the centre P of the corresponding semicircle. The straight 
line M'P is tangent to the tractrix. Now draw the normal 
M'M of the tractrix (MM' M'P) to intersection, at point At, 
with the perpendicular PM erected from point P to the 
directrix X'X. The point M (the centre of curvature of the 
tractrix) lies on the desired catenary curve LAN.

Note,. The normal M'M of the tractrix is the tangent 
of its evolute LAN (Sec. 346, Item 1). This property simplifies 
drawing a smooth curve through the sériés of constructed 
points M. At the same time it permits checking the accuracy 
of the construction.

5. Arc length. The length s of the arc AM of the cate­
nary reckoned from the vertex A is equal to the projection 
MM' of the ordinate PM on the tangent MT and is given
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by the formula

s =  i4Âf =  Af/W' =  -|. ( e~ - e ~ T )  (3)

or
s =  asinh~* (3a)

The arc s is connected with the ordinate PM —y  by the 
relation

S* + fl2 = y2 (4)
This relation follows from (2) and (3) and is évident from 
the triangle PM'M  where PM —y, M M ' —s and P M ' = a  
(by the basic property of the tractrix).

6. Projection of an ordinate on the normal. The pro­
jection MH  of the ordinate MP  of the catenary on the 
normal MD is of constant length a:

HM =  O A = a  (5)
This relation is read from the rectangle MM' PH , where 
MH =  M'P =  a (by the basic property of the tractrix).

7. Radius of curvature. The radius of curvature MK =  R 
of the catenary is equal to the segment MD  of the normal 
from point M to the directrix X ' X  and is given by the 
formula

/  X X

R ^ M D = ~  + e ~  a

or
Æ =  acosh2--- (6a)

8. Constructing the centre of curvature; the evolute of 
the catenary. To construct the centre of curvature of the 
catenary at a given point M of it, continue the normal MD 
beyond M and lay off segment MK =  MD. Point K is the 
desired centre of curvature. That is how we construct, by 
points, the curve K'BK traced out by the centre of cur­
vature (that is, the evolute of the catenary). Its parametric 
équations are

^cosh

yK=  2a cosh - j

T - s i n h - ; - ) ]
(7)

x ^ = a |co sh  — sinh - j  +  ln
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The point B (centre of curvature for vertex A) is a cusp 
of the evolute (7).

9. Natural équation of the catenary:

It is obtained from (3a) and (6a) by eliminating x. In 
the language of kinematics, Eq. (8) signifies the following: 
if a catenary curve rolls without sliding along a straight 
line, then tne centre of curvature of the point of tangency 
describes a parabola, the axis of which is vertical; the vertex 
lies at point B; the parameter of the parabola is equal to
the semiparameter ~  of the catenary curve.

10. The area 5 of the "curvilinear trapezoid” OAMP 
(OA =  a is the ordinate of the vertex; PAf, the ordinate of
the end*point M of the arc AM =  s) is equal to the area of 
a rectangle with sides a,s so that

11. Historical background. When the suspension points 
of a chain are at the same height and the chain is somewhat 
longer than the distance between the suspension points, the 
arc of suspension appears to be i dent ica 1 with the arc of a 
parabola. That was believed to be the case for a long time. 
The studies of Galileo in the field of mechanics cast doubt 
on the corrcctness of this view, but Galileo was not able 
either to corroborate or réfuté the idea. In 1669 Jungius 
established, both theoretically and experimentally, that the 
line of suspension of the chain is not a parabola. But the 
mathematics of that day was not sufficiently equipped to 
find the true shape of the curve. Soon after Newton and 
Leibniz worked out the methods of infinitésimal analysis it 
was possible to solve the problem of the curve of suspension 
of a chain. The problem was formulated in 1690 by James 
Bernoulli, and was immediateiy solved by his brother John 
Bernoulli, Huyghens and Leibniz.

James Bernoulli posed another problem as well: 
disregarding the weight of a sail filled with wind, find the 
shape (line of profile) of the sail. James himself was only 
able to set up the differential équation. John Bernoulli 
solved it. It turned out that the sought-for profile was the 
catenary curve.

(8)

S =  as =  a2 sinh2 — a O)
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ln 1744, Euler posed and solved the following problem: 
given a straight line AB and two points C, D (not on AB) 
in a plane; draw through A and B a curve such that the 
surface formed by its rotation about the axis AB is a mini­
mum area. This too proved to be a catenary curve (the 
straight line AB is its directrix).

The surface of révolution of a catenary about its directrix 
(catenoid) l) has a still more general property, namely: any 
piece of il has a smaller area than any other surface bounded 
by the same contour. This property of the catenoid was 
discovered in 1776 by the celebrated French mathematician, 
engineer and officer Jean B. M. C. Meusnier. A whole class 
of surfaces, (so-called minimal surfaces) 2) hâve this property. 
However, the catenoid is the only surface of this class from 
among the surfaces of révolution.

The value of the catenary curve in engineering practice 
stems, incidentally, from the fact that the weight proper of 
an arch having the shape of a catenary does not affect the 
dépréssion of the arch

From the Latin catena meaning “chain”.
2) Meusnier indicated yet another minimal surface: the helicoid 

(it is formed by heljcal motion of a horizontal straight line inter- 
secting a vertical axis).
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V. Table of Indefinlte Intégrais

1. Functions Containing a-\-bx to Intégral Powers

S ’ôT ï7= T  ln (<* +  &*) +  £

(2 ) J (a+ te)»  dx = (7 ^ ;iV ' + C’ n *

(3) $ a l n(a + 6j;) ] + c  |

W ' . - S  ^ r = i  [ - ( “ + ^ ) 2 - 2 a (û + t o ) +
+  û2 ln ( a + b x ) ] + C

(5) S ï ^  —  T ' n ^ + C

(6) S J ü ï 7 b ï ï ==~ à  +  T* ln — f  +  c

<7) S ( a + =  P  [ ln <a +  bx) +  7T^~\ +  C

<8 > S l ^ ^  =  ^ [ û  +  fcj:- 2 a l n ( û  +  6A;> - T T W ]  +  C
/n\ f dx — 1 1 « a+ 6* r

)  x (a + bx)* " a  (a + bx) a 2 in * °

<*°) S ( ^ = ^ [ - ^ + ? ü î ^ r . ]  +  c

2. Functions Containing a2+ * 2» a2+ * 2» a+ & * 2

(11) 5 ~ r = a r c ta n J C + C

<12> S ï f e — i - ,rel* " T + c

C3)
or

(14) ( ~r^—;=-z-  In ü 2 .+ Cv ' J a ‘ -  x l 2a x - a  1

(15) $ Ï T ^  =  ï H s arctan* V  T + c  for û > 0  and 6 > 0
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If a and b are négative, the minus sign is taken outside the inté­
gral, but if a and b are of different sign. then use No. 16.

(16)
J a~t”c

, V a + x Vb r
In 7 7 -7=-----T7=r  -h C

b*2 2 Vab V â -  x Vb

<l7> S î t w — i ' "  ( « ’ + t ) + c

h hx* b
see No. 15 or No. 16

dx 
2 + bx2

(19> S 7 7 ^ b 5 = ^ ln ^ - b - + C

<2°) S -
dx

■ (a + bx2) 
see No. 15 or No. 16.

± _ j l C
ax a J a

dx
+ bx*

(2D S
dx

+  2ÏÏ 5 a + bx‘(a + bx2) 2 2 u (a + bx2)
see No. 15 or No. 16.
3. Functions Containing ÿ  a + b x

(22) J V ï + b ï d x = j i V (a  +  bx)* +  C

(23) \  x V ï + b ï d x  =  -  4- C

(24) )  ^  V ï + F x  dx =  2-(-8a- - - 1

(25)

+  C

(26) f  * * . . .  =  i l * *
' ’ J  V a + b x

(27) f — =J jt V a+ bx

-  4abx +  362;c2)
\5b3 V  a +  bx +  C

Va
1 , V a + b x - V a  . ^  t AIn  \-C  for a > 0

V a+bx + V a

(28) Ç v ^ -r -  = T 7 =  arc,an Y +  c  for a < 0J x V a + bx \ - a  r u

m \  r dx — ~ y a + b x __ l  r dx
J  x 2 1'a + fcjt a* 2ü J  « l^a +6jc

see No. 27 or No. 28.
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,30,

see No. 27 or No. 28.

4. Functions Containing Ÿ xH -a2

(31) $ /* * + a * d x  =  -î-}'rjr*+a* +  -£ ln  (* +  / i * + ï > )  +  C

(32)  ̂ V  (x*+a*)» d* =  ~  (2jc2 +  5a*) V  * * + 5 ï +

+  ? £ l l n  ( * + / Ï T + ^ )  +C

(33) l  x  y s *  +  ô* d x  --- -/(x *3+ fl,)* +  C

(34) J Jt* / ï * + â * d x = - j  (2jc* +  a») l^x* +  a*—

- Ç l n  ( x + K * * + â » )  + C

(35) J Kjft+Û» 
dx

= ln (x + ^ * »  +  a*) +  C

(38) [ ■ .’l ! L L = ± V x *  +  a * - ^ \ n ( x + V * r + à * )  +  C  j v  x*+a* * 1

<*» S  ? p & F “ - > ^ + l , , f r + y î r r a + c
« s . =  — In

x V r x* +  a* a a + V x* + aa 
V  x* + a 1

+ c

< « > î ï ï 5f e — ^ + C
dx___
'x* + a«'

a*x

V'iï+lj*
2 a*x*

î 1 i„ a + ̂ **+û* , />
+  25i,n ------T----- +  C

(43) j  Vx' \ a' dx =  V W + i ï - g  In ?+̂ f +a' +  C

, , , ,  f  y  x '  + a’ dx V x ’ +a> , , , , ;— ï. , „(44) ) -----ïî----- = --------—  H- In (jc +  V *2+ a * )+ C
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5. Functions Containing ^ a * —x* 
(45) J "V |  - J C *  

dx

= arcsin x-\~C

(46) f - =  arcsin — -|-C
'  J  Va*-x* a  ^

| , 7 ) S i T è 5 ~ ? 7 f e i + c

™ \ ï m m ~ r k r - + c

1 501  S  H N 5 “ ' - T  * 7 ^ = ? + T « r o l n  £ + C
(51) J V P = P d r  =  -i- / a »  — x2 +  ç  arcsin -  -(-C

(52) Ç Y («*—Je'2)3 < /* = 4  (5a2 —2x4) V a*—x4 +il o
+  5^1 arcsin ^ -+ C

(53) $ x V a«—x*<to= — | / ( ‘, ‘ ~ <t)1 +  C

(54)  ̂x V (a*—x*)3 d x =  -  — 1 +  C

(55) Jx* / ô ^ P  dx =  y  (2x2—a2)

+  y  a r c s in y + C

(56) f *'?' ■=  * — arcsin -i- +  c
J  Kitl*-**!1 N 1- » 1 0

(57) f / *  = — In ---- --------
j  jc K « ‘ - 4* a û + l  a*-x*

« J ; ' 1 ^

4-C

' V a*-x’

'59|Î 7 r f e =

a*x

Va*-x*

K

i__»_ j *
2a*x* "t" 2û » i n a + v ^ 7 ï +  c
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/arw f  Ÿ a t - x * ,  - , y — - - - - - - - - :> ,  a + V n 2 -x* n(60) \ — -— d x = y  a2 —Jt- — a ln ---------------|-C

(61) S ~îcï~^~ x̂ =  ~ ~ T ~ ~  aicsin Y  +  C

6 . Functions Containing ÿ~xmi—a2

(62) J 7 ^ _ = ln ( x + l^ ^ = ^ )  +  C

(63) f ■■ dx — ------- - L = + C
J  V ( j t * - a *)8 a * V x * - a 2

(64) Ç - l £ = = V * = 3  +  C
J K X2-Û*

(65)  ̂ )/ i ï = ô * d « = - - / j ^ = ôï — Y ln ( j e + V 'ï* ^ * )  +  C

(66) J V (jc*—a*)3 dx =  — (2x- — 5a2) V jc2 — a3 +

+  5 £ l l n ( ^ + y ^ = ^ )  +  C

(67) K(<r*~a,)' +  C

(68) 5 x Ÿ (*3—a2)3 - (**~fl,)> +  C

(69) jj je2 y ï 2 - a 2 à = j  (2i! -4 > )  / a2—

- j  l n ( * + y ^ = ^ )  +  c

(70) J ~ = r = ^ -  VT*=S* +  Ç  ln ( X + V x ^ â 2) + C

(71) [ r‘ dx— = — y=L_ +  ln ( x + y x 3—a3) +  C 
1 J l'a*-»')' Vx'-u‘

(72) f ■^==r =  arcsecx+CJ JT V X* -  1

<” > S r 7f e = ^ " c“ v + c  

'74>
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(75) f  d x  

J x :i V x 2 -  a 2 2a*Jt* +  j^arcsec T + C

(76) J — — * dx — Y *2 —a2 —aarccos-j-+C

(77) V  x 2 - a 2 f in  { x + V x * — ü2)+ C

7. Functions Containing )A2ax—je-, \ r 2 a x - \ - x i

A function containing V 2 a x - x 2 is integrated by the substitution 
t =  x - a .  Then V 2 a x - x 2 becomes V a 2- t 2 and the intégral is found in 
Group 5 of this table. If it is not in the table, an attempt is made to 
reduce it to a form which is.

The same may be said of a function containing the expression 
V 2ax + jc*. In this case the substitution t =  x +  a reduces the radical to 
the form V t 2-a*  (Group 6 of this table).

8 . Functions Containing a+bx-\-cx 2 (c>0)

(78) J
v ï i h w arclan + c > « * « *

d x
a +  b x  + c x 2 1 ■ ln 2cx + b - V ^ - i a L ^ r

V b 1 -  4 uc 2 c x + b  +  V b 2 -4ac
if b2 > 4ac

(79) Ç =  —  ln (2cx+b+2 V c  V a + b x + c x * )+ C
J V a+ b x  +  cx2 y  c

(80) j* V'a +  bx +  cx2 dx =  2--x̂ b- Y a  +  bx - f  ex2 —

— b 2 ~ — ln (2 ĉ  +  6 +  2 V  c ]^a-j-bJt-fc*2)-j-C
8 Vc3

(81) r _ = £ ^ ^  =  î ^ £ ± £ £ l ------h— \n(2cx +  b +
J  V a  +  b x  +  e x 2 c 2 V  c3

+  2 Y  c V*a +  toc +  e x 2) C

9. Functions Containing a-\-bx—cx2 (c > 0)

(œ ) f ■ln Vr b 2 +  i a c +  2 c x - b

c x 1 V b ‘ +  4ac  V b ’ +  4 u c - 2 c x  +  b
+  C
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■ arcsin 2e x - b ■+Cr ____ x̂ _
J V u + b x - c x * V e  y b1 + 4ac

(84) J Y  a +  bx—cx2 dx =  +

-C

(85, J

6 * + 4ac----- r=- arcsin
8 /c*

xdx

2 c x -b  ■ 
4c

2cx -b  
V b* +4ac

Va + bx-cx*
V a+ bx-cx*  , b 2cx -b  , ^-------  -------- — -r=- arcsin . +  C

c 2 Ve* y b*+4ac

10. Other Algebraic Functions

(86) % g d x = V ( a + x ) ( b + x )  +  ( a - b ) \ n ( V ï + ï +

+  Y b + Ï ) + C

(87) W j - j à x  =  V ( a - x ) ( b + x )  +

+  ( a + 6 )  a rc s in

(8 8 ) \  V l £ dx=----- / ( « + * ) ( » - * ) -

—(n +  b) arcsin | / - ~ + C

(89) J y f  j ^ d x =  —  Y  1—x* +  arcsinx + C  

®°) f } y (x-a) (»-*5 = 2 arcsinl / 3 Z T + C

11. Exponential and Trigonométrie Functions

P U j a ^ j î l + c  

(93) J e**dx =  Ç + C  

(95) J co sx d x = sin x + C  

(97) J c o tx d x = ln s in x + C

(92) Y * d x = e * + C

(94) J sin x dx =  — cos x +  C

(96) J tanxdx= — lncosx+C



TABLES 853

(98) J $ecxdx=\n  (sec x + ta n  Jt) +  C =  ln tan

(9 9 ) J cosec x d* =  ln (cosec jc—cot x) -|-C =  ln tan +  ^

(100)  ̂ sec2 x dx =  tan x-]^C

(101) J cosec2 x d x =  — cot x +  C

(102) J sec x tan x dx= sec  x +  C

(103) J cosec x cot x d x =  —cosec x +  C

(104) J sin2 xdx =  Y — -sin 2jc +  C

(105) J cos2 x d x = - Y + T  sin 2jc +  c

(106) $ sin” x d x =  i  +  n - i  j  s i n n - * x d x

Thls formula is used se ver al fîmes until it brings us to the inté­
gral J* sin x dx or J* sin* x dx (dépending on whether n is even or odd); 
or these intégrais see No. 94 and No. 104.

(107) J cosnxdx =  — — V* sm *  ̂ cosn- %xdx

(see note of No. 106 and also see No. 95 and No. 105).

/MM f  dx — ____1 cosx n - 2  r dx
t luo/ J sin»* « - 1  sin"-» x T n - 1  J s in"-**

Use several times until it leads to the intégral J  dx If n is even.

or to the intégral J - 4 ^  if n is odd (the latter intégral is given in 
No. 99).

(109) [ dx— — —-----------__ L ? .~ 2 C---- t i __
' '  J cos" x n -  l cos" -  » x  ' n -  1 J cos" -  • x
(see note of No. 108, also see No. 98).

(110) J sin jc cos" x d x =  — CQ̂ 1—  +  C
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(111)  ̂ sin" x cos jcdx — * -f- C
n + 1

(1 1 2)  ̂ cosm jc sin" x dx =  cosm ■ ' JJ™m + l x -f- 

-m~ 1 \ cosm “ 2 x sin" x dxm  +  n j

Use several times until the power of the cosine is zéro (if m  is 
even) or unity (if m is odd). In the former case, see No. 106, in the 
latter. No. 111. This formula should be used when m c  n.  If m> n,  
then it is better to use the following formula:

(113) J cos? x sin" x d x =  ■ sin” - 1 x cosm 1 x
+

+  ——— \ cosm jc sin" ” 2 jxdx 1 m  +  n j

(see note of No. 112, and also see No. 107 and No. 110).

(114) J sin m;c sin nx dx =
_ sin ( m  +  n)  x , sin ( m - n ) x  , ^

2 ( m +  n)  ' 2 \ i r t - n )  1

(115) J cos mx cos nx dx =
sin ( m +  n)  x sin u n - n )  x  , r

0 *2 ( m  +  n)  1 2 ( t n - n )

(116) J sin mjc cos nx dx =
cos ( m  +  n)  x c a s ( m - n ) x

2 ( m  +  n)  

dx

: (m - n)

S a  + b cosx  V a * -  b*

\
arctan

+ C

( /

(m ^ n)

a - b tan
a +  b

if a > b

V b - a  tan -4- + V b +  ,

f ) + c ,

(118)

(119)

Ina+b cos x V W ZTT, v — t a n ^ _ y  —

if a < b

+  C,

Ud x

b sin x V a«-&«

a  tan — + 6
arctan — --------  |-C> if a > bVa*- b2
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( 120)

( 121)

( 122)

(123)

(124)

(125)

(126) 

(127)

î
dx tan —- + b -  V b*-  u'

ln -------- :-------------------a + b sin x V h *-a*  * x t i/ t ï-----iv o  a a tan —  + £>+K b*-a*

if a < b 

arc,an (Maan r )+ cdx
cos* x + &*sin* x ab

. , ex (sin * - c o s  x) . ~ex sin x dx = —-----   -\-C

. , eax (a sin nx -  n cos nx) . ^eax sin nxdx = ----    — -----------4~Ca* + n* 1

S -  , ex (sin jc + cos x) . ^ex cos x dx =  —----- ----------+  C

, e“x (n sin nx+a cos nx) . ~eax cos n x d x = --- !— ------------ ' +  C

S MX
xe«* d x = ( a * - l )  +  C 

 ̂xneax dx—- ^ ------- J i " '  leax dx

The formula is used several times until the power of x becomes 
unity; then the intégral is found in No. 126.

xamx d x = m \ n x  m (ln u) : +  C(128) J

S nmx n n C
xnamx dx =  — j-----------5—  \ amxxn~ï dx

n ln a m ina  J

The 
is found

(130)  ̂€ax COS” X  dx =

The formula is used until the power of x is unity; then the integra! 
is found in No. 128.

+a*+/i*

^ ^ ■ J e « * c o s  —  xdx

The formula is used until the coslne disappears (ln the case of 
even n) or until its power is unity (in the case of odd n). In the latter 
case, see No. 122.

(131) [ sinh*djc=cosh*-t-C
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(132)  ̂ cos h x dx =  sinh x-\-C

(133) J tanhjcdjc =  ln coshjc-J-C

(134) J coth x dx — ln sinh x +  C

(135) J sech xdx =  2 arctan ex +  C

(136) J csch x d x = \n  tanh ~  +  C

(137) J sechVxdjc — tanh jc-|-C

(138) J csch2 jcdjc =  —coth jc +  C

(139) J sech x tanh xàx — sech x-J-C

(140)  ̂ csch x coth x dx =  —csch x-\~C

(141) J sinh2 jc ^  ~ + i -  sinh 2  ̂+  C

(142) J cosh2 Jcdjc=^ +  -^-sinh2 2jc-fC

12. Logarithmic Functions
Only functions containlng the natural logarlthm are given. If it 

is required to And the intégral of a functlon containlng the logarlthm 
to a different base, Arst change to the natural logaritnm by the for­
mula loga j r = j ^  and then use the table ln a

(143) J ln jcdjc=;c ln ;c—jc +  C

m l ^ -  =  ln(\n x ) + C

(145) S f ^ ]  +  C

(146)  ̂ \nn x d x = x  \nn x— n  ̂ ln"” l jcdjc
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The formula is used until the Intégral  ̂ ln x dx is obtalnèd; this 

intégral is taken by formula No. 143.
+1 _ c

xrn ln" x dx —----- p ln" x --------r \ ln" - 1  x dxm +  1 m + l  J
The formula is used until it leads to intégral No. 145.
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Abel’s theorem (power sériés) 581 
Abscissa 2 1 , 24 

initial 31 
Accélération, average 325 
Additive quantities 491, 689 
Agnesi, Witch of 4 75 
Algebraic curves 

of degree n 55 
of /ztn order 55 
order of 54, 55 

Algebraic équation 
coefficients of 55 
of first degree 54 
of second degree 54, 55 

Algebraic surface of nth order 
209

Alternating sériés 552 
Analytic function 588 
Analytic geometry, plane 24 
Angle

between two straight lines 180 
solid 687 

Antiderivative 403, 704 
“Approach without bound” 262, 

263, 631 
Approximate intégration 480 

of first-order équations by 
Euler’s method 726 

Arc length
differential of 499 
and its differential in polar 

coordlnates 499 
of a plane curve 497, 498 
of a space curve 4 98, 515 

Arch, cycloidal 797 
Area

of a piece of surface 677, 691 
of a plane figure 691 
of a surface of révolution 501 

Areas
in polar coordinates 492 
in rectangular coordinates 488 

Argument 250, 252 
Astroid 818 

evolute of 823 
Asymptotes 383

not parallel to axis of ordina- 
tes, ftnding 386 

parallel to axis of absclssas
383

parallel to axis of ordinates
384

parallel to coordinate axes, 
fmdlng 383

Axis
of abscissas (x-axis) 20  
conjugate 6 6 , 81 

geometrical meaning of 68  
of curvature of space curve 

530, 531 
of ordinates (y-axis) 20  
semiconjugate 67 
semitransverse 67 
transverse 6 6 . 81, 214, 216

Bar diagram 629 
Base clrcle 769 
Base-line 320 
Base vectors 133

of moving trihedron 529 
Binomial expansion 592 
Binomial sériés 592 
Binormal 527 
Bounded quantities 267 
Brachistochrone 807 

problem of 809 
Bunyakovsky inequality 456

Calculus of variations 809 
Cardioid 501, 772, 773, 774 
Cartesian coordinate System 23 
Cassianian curves 774 ff 

axis of 775 
foci of 775 

Catenary 835 ff 
arc length of 835 
construction of 836 
directrix of 835 
evolute of 836 
natural équation of 837 
radius of curvature of 836 

Catenoid 843
Cauchy’s theorem 339, 340 
Cavalieri’s principle 809 
Central conics 105 
Central pencil 4 2 
Centrality, condition of 106 
Centre 104

of curvature 504 
tormula for 505, 506 

of curvature of space curve 
531 532
formula for 532, 533
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of symmetry 104 
Chain rule 125
Change of variable (intégration) 

416
Characteristic équation 742 
Circle 56 

base 770
of curvature 504, 505, 531 

Cissoid
of Diodes 758 
of Sluze 759 

Clairaut’s equatîon 722 
Coefficient

of compression of ellipse 59 
of growth of logarithmic spi­

ral 789 
Cofactors 227
Collinearlty of vectors, criterion 

of 139 
Complex function 

dérivative of 604 
differential of 604 
of a real argument 602 

Complex numbers 601 
Complex power, ralsing a posi­

tive number to 606 
Composite function 296  

différentiation of 646 
formulas for dérivatives of 648 

Compression 
axis of 58 
of ellipse 58 
uniform 58 

Concavity, direction of 380 
Conchoid(s)

generalIzed 770 
of Nicomedes 765, 766 

inner branch of 766 
outer branch of 766 

Conchoidograph 765 
Conlc section(s) 77 

diameters of 78 
Conical points 644 
Conlcs 77
Conjugate axis 6 6 , 80 
Constant quanti ty 250 
Continuity of a function 279 

of several arguments 633 
Continuity of a sum of a sériés 

570
Continuous function 277, 279, 

633
Convergence of a sériés 

absolute 553 
conditional 553 
intégral test for 549 
necessary condition for 540 
nonunlform 565, 568 

geometricai interprétation 
of 568

uniform 565, 568 
geometricai interprétation 

of 568 
test for 569 

Convexity
direction of 379 
of plane curves 379 

Coordinate axes 20 
Coordinate method 19 
Coord inate System 

left-handed 134 
right-handed 134 
in space, rectangular 133 

Coordinates, 20, 21
changlng from rectangular to 

polar 647 
current 24 
cyllndrical 685 
moving 24 
of a point 134 
polar 45, 1 12, 170, 6 8 6  
polar and rectangular, rela- 

tionship between 114if 
running 24 
spherlcal 6 8 6  
of a vector 135 

Coplanarity criterion 155 
in coordinate form 159 

Critical values of argument 366 
Curvature

average 503 
centre of 504 

formula for 505, 506 
circle of 504, 505, 531 
radius of 504 

formula for 505, 506 
on sign of 534
of space curve, formula for 531 

Curvature vector 532 
Curve

parametric représentation of 
316

of shortest descent 807 
Curves (see Algebraic curves) 

quadrlc 83. 85 
second-order 83 

three types of 1 0 2 ff 
elliptlc type 102  
hyperbollc type 102  
parabolic type 103 

Cusp 767
Cycloid 323, 795ff, 808 

base-line of 795 
as a brachistochrone 807 
common 807 

evolute off 803 
involute of 803 
natural équation of 805 

compressed 803 
curtate 795
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parametric équations of 321 
prolate 795
tautochrone property of 806 

Cycloidal arch 797 
Cycloidal pendulum 807. 826 
Cylinder

elliptic 205, 222 
hyperbolic 204, 222 
parabollc 223 

Cylindrical coordlnates 685 
Cylindrical surface 204

d’Alembert’s test 548, 555 
Décomposition into partial frac­

tions 428, 435 
Deferent 825
Definite integraM04, 446, 447 

computation "off by means ol 
indefmlte intégral 464 

évaluation of 455 
as a function ol the upper 

limit 458 
geometrical interprétation of

452
lower limit of 447 
mechanical interprétation ol

453
method of substitution 466 
propertles of 450 
scheme for employing 490 
upper limit of 447 

“Delta z” 276
De Moivre’s theorem (formula) 

602
•Te Revolutionibus Orbium Coe- 

lestium” 826 
Derivative(s) 282

of a complex function 604 
of a composite function 297 
of elementary functions 287 
of an exponential function 306 
expressed in terms of differen- 

tials 295 
of a fraction 299 

expression of in terms of 
differentials 329 

of functions represenled pa- 
rametrically 330 

of implicit functions 331 
of a function, définition 284 
higher-order 324, 522 
of an inverse function 301 
left-hand 292
of a natural logarithm 303 
of nth order 325 
partial [see P a r t i a l  d é r i v a i t - 

ue(s)] 653 
of a product 2 98 
properties of 288 
right-hand 292

second(-order) 324 
mechanical meaning of 325 

third(-order) 324 
total 649 

Dérivative veclor function 521 
Descartes’ paradox 3 76 
Determinant(s)

computation of 226ff 
of higher order 229 
properties of 23 1 ff 
second-order 27, 226 
third-order 156, 226 
use of to investigate and solve 

Systems of équations 836fi 
Diagram, bar 629 
Diamelers

of a conic section 78 
conjugate 80, 82 
of an ellipse 79 
of a hyperbola 80. 82 
of a parabola 82 
principal 80, 82 

Différences 
first 327 
second 327 
third 327 

Différentiable functions 294, 651 
Differential(s)

in approximate calculations 
31 1

of arc length 499 
of a complex function 604 
of a composite function 296 
of elernentary functions 294 
of an exponential function 306 
first 327
of a fraction 299 
geometrical interprétation of 

291
higher-order 326. 523 
intégral of 462 
of an intégral 460 
mechanical interprétation of 

290
of a natural logarithm 303 
partial 636, 639 
of a product 298 
properties of 294 
second 327 
symbolism of 65? 
third 327
total (see T o t a l  d i f f e r e n t i a l )  

638, 639 
use of to estimate errors 313 

Differential equation(s) 706 
first-order 708 

general solution of 7 1 2 
geometrical interprétation 

of 708
particular solution of 712
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first-order linear 720 
formation of 730 
homogeneous 718, 4 39, 7 50 
integrabllity of 726 
intégral of 706 

general 712 
particular 7 1 2 
singular 7 1 6 

intégral curve ol 7 08 
intégration of 706 

by sériés 728 
linear (of any order) 750 
nonhomogeneous 7 42, 7 50 
of n th order 736 

general solution of 7 36 
particular solution of 736 

partial 706 
second-order 7 34 

general solution of 734 
particular solution of 734 

second-order homogeneous li­
near with constant co2ffi- 
cients 742 

second-order linear 738 
second-order linear with con­

stant coefficients 742 
second-order nonhomogeneous 

linear with constant coeffi­
cient 744 

solution of 706 
general 712, 7 34 
particular 734 

Systems of 754
with rlght-hand member 738, 

750
with right-hand member zéro 

738, 750 
Différentiation

of a composite function 646 
of an exponential function 306 
of a fraction 299 
of an impliclt function of 

several variables 650 
of implicit functions 315 
of inverse trigonomertic fun­

ctions 3 0 Off 
logarlthmic 304, 305 
of a logarithmic function 303 
of power sériés 584 
of a product 298 
of a quotient 299 
repeated, technique of 656 
of sériés 575 
technique of 64 1 
of trigonométrie functions 307 

Direction
of concavity 379, 559 
of convexity 379 

Direction cosines 180 
Direction field 406, 708

Direction numbers 179 
Direction vector 179 
Directrices of hyperbola (see 

Directrix) 73, 7 4 
Directrices of ellipse 73 
Directrix (sec Directrices) 204, 

217, 320 
Directrix of parabola 69 
Dirichlet’s theorem 622 
Discontinuity

nonremovable 279 
points of 280 
removable 279 

Discontinuous function 277, 
279, 633 

Discriminant curve 725 
Distance

from point to plane 170 
between points 63 1 
between two points 138 

Division
of a segment in a given ratio 

26, 140 
of a vector by a vector 128 

Domain
of convergence of a functional 

sériés 563 
of a sériés 580
of définition of a function 

254, 626 
of a function 674 
of intégration 665 

Double génération of hypocyc- 
loids and epicycloids 820 

Double intégral 663
computation of 667, 670 
estimation of 6 6 6  
expressed in polar coordinates 

67 5
geometrical interprétation of 

665
geometrical quantities expres­

sed in terms of 691 
physical quantities expressed 

in terms of 691 
properties of 6 6 6  
scheme of applying 688  

Doubling the cube 758 
Duplication of the cube 758

e ,  the number 271 
Eccentricity 

of circle 62 
of ellipse 62, 75 
of hyperbola 6 6 , 75 
of parabola 75 

Elément
of area 665 

in polar coordinates 675
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of volume 
in rcctangular coordinates 

681
in spherical coordinates 687 

Ellipse
centre of 59
coefficient of compression of 59 
as a compressed circle 58 
construction of 62. 63 
définition of 60, 61, 75 
diameters of 79 
eccentricity of 62 
foci of 60 
major axis of 59 
minor axis of 59 
vertices of 59 

Ellipsoid 210, 222 
general 21 f 
imaginary 223 
of révolution 2 1 1 

oblate 2 12  
prolate 2 1 2  

triaxial 211  
EUiptic cylinder 205, 222 

imaginary 211, 223 
Envelope 725, 726 
Eplcycle 825 
Epicycloid 810ff 

common 810 
evolute of 822 
natural équation of 823 

curtate 810
double génération of 820 
prolate 810 

Equality
of line segments 122  
of vectors 122  

Equation(s)
of a central conic, simplifica­

tion of 107ff 
characteristic 742 
Clairaut’s 722
differential (see Difterential 

équation) 706 
of an ellipse, canonlcal form 

of 59
standard form of 59, 61 

homogeneous 718, 720, 738. 
750

of hyperbola, standard form 
of 64 

of a line 23, 205 
of a Une perpendicular to two 
• straight Unes 197 
llnear (of any order) 750 
linear (with right-hand mem- 

ber zéro) 720 
In n unknowns, a System of 

a 245

natural 788, 805, 832, 837 
nonhomogeneous 739, 750 
of a normal 323 
of nth order 736 
of parabola, standard (cano- 

nical) form of 70 
parametric 3 l 7 
of a plane 161 

intercept form of 166 
normal form of 172 

second-order 734 
solution of 392 

algebraic (Lobachevsky’s 
method) 394 

by combined chord and 
tangent method 398 

by method of chords 394 
by method of tangents 396 

of straight line 
general 31 
intercept form of 50 
normal form of 48 
parametric 188 
reducing to symmetric form 

187
slope-intercept form of 29 
in space 174 
standard form of 185 
symmetric form of 185 
two-point form of 39, 190 

of a surface 203 
symmetric 186
of a tangent line to a plane 

curve 321 
in three unknowns 

homogeneous System of 240 
three 241 
two 238 

in two unknowns, two 236 
wlth right-hand member zéro, 

linear 720 
with variables separated 7 13 

Error
limiting 3 1 3 
llmiting absolute 313 
limiting relative 313, 317 

Euler substitution(s) 443 
first 4 43 
second 4 45 
third 443 

Euler-Fourier formulas 611, 613 
Euler’s formula 607 
Euler’s method, approxlmate 

intégration of first-order 
équations by 726-728  

Even function 618 
Evolute 794

of a plane curve 508 
properties of 510 

Expanslon(s)
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of a function in a power sériés 
587

power-series (of elementary 
functions) 589 

Exponential functions 590, 844. 
852

Extrême value 364 
Extremum 364

of function of several argu­
ments 660 

rule for finding 660 
sufficient condition for 370, 

662

Factoring a polynomial 438 
Family

équation of 724 
one-parameter 724 

Fermât rule 376 
Finite incrément, formula of 337 
Fluxion 282 
Focal length 

of ellipse 60 
oî hyperbola 64 

Foci
of ellipse 60 
of hyperbola 64 

Focus (see Foci)
Folium of Descartes (see Leaf of 

Descartes) 760ff 
Formula

of finite incréments 337 
Newton-Leibniz 462 

Fourier coefficients 623 
Fourier sériés 613

of a continuous function 615 
of a discontinuons function 

622
of even functions 618 
of odd functions 618 

Fraction(s)
improper 426 
partial 428 
proper 4 26 

Function(s) 
algebraic 259 
analytic 588
basic elementary 258, 259 
circular 259 
classification of 258 
composite (see Composite 

function) 296, 646 
continuity of 277 

on a closed interval 279 
continuous 277, 279, 633 

on a closed interval, pro- 
perties of 280 

at a point, properties of 278 
decrease of 360 
decreasing 360

différentiable 291, 642 
discontinuous 277, 279, 633 
domain of définition of 254, 

626
double-valued 252 
elementary 258 
entire national 440 
even 618
explicit 254, 258 
exponential 259, 590 
finding maximal and minimal 

values of 372 
of a function 296 
hyperbolic 591, 595 
implicit (see Implicit function) 

254, 258, 650 
différentiation of 315 

Increase of 360 
increasing 360, 361 
infinitely multiple-valued 300 
intégral rational 440 
integrand 665 
inverse 300

dérivative of 301 
inverse hyperbolic 593, 596 
inverse trigonométrie 259, 593 

différentiation of 308ff 
limit of 630 
iogarithmic 259. 59 1 
monotonie 300, 3b 1 
multiple-valued 252, 258 
nondifferentiable 643 
nonelementary 258 
nonperiodic 615 
odd 618 
orthogonal 609
parametric représentation of 318 
point 626, 627, 674 
power 259 
rational 426, 439 
of several arguments 

continuity of 633 
extremum of 660 
limit of 630 
maximum of 660 
minimum of 660 
modes of representing 62 8 
Taylor’s formula for 658 

single-valued 252, 258 
tests for increase and decrease 

of 362, 363 
of three or more arguments 627 
transcendental 259 
trigonométrie 259, 590 
triple-valued 252 
of two arguments 626 
ways of representing 252 

analytical 252. 253 
grapnical 252. 253 
tabular 252, 253
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Function symbol 260, 627 
Functional notation. 259 
Functional sériés 562

domain of convergence of 563

Generating circle 321 
Génératrices of quadric surfaces, 

straight-line 224 
Generatrix 320 
Geometry, non-Euclidean 293 
Gorge circle 21 4 
Gorge ellipse 214 
Graphs, construction of (examp­

les) 388 
Green’s formtfla 700 
Grouplng ternis of a sériés 556

Harmonie sériés 540 
Helicoid 838 
Hélix 514

right-hand 514 
leît-hand 514 

Hodograph of a vector functi­
on 520

Homogeneous differential équa­
tion 718 

Homogeneous équation 750 
Hyperbola(s)

asymptotes of 68  
centre of 66  
conjugate 68
construction of from axes 67 
définition 63, 75 
diameters of 80,81 
directrices of 74 
equiangular 53, 66  
équilatéral 53, 6 6 , 110. 1 11 
focal length of 64 
foci of 64 
rectangular 66  
shape of 65 

Hyperbolic cosine 591, 596, 601 
inverse 593 

Hyperbolic cotangent 593 
inverse 593 

Hyperbolic cyllnder 205, 222 
Hyperbolic functions 591. 595 

inverse 593
origin of names of 600 

Hyperbolic sine 591, 596, 601 
Inverse 593 

Hyperbolic tangent 591 596. 601 
inverse 593 

Hyperboloid
of one sheet 213, 222  
of révolution of one sheet 214 
of révolution of two sheets 216 
of two sheets 215. 222 

triaxial 216

Hypocyclold 8 I Off 
common 8 1 0 

etfolute of 822 
curtate 810
double génération of 820 
natural équation of 823 
prolate 810

Imaginary number 219 
lmaginary unit 249 
Impïicit function of several va­

riables, différentiation of 650 
Improper fraction 426 
Improper intégral 471 
Incommensurable segments 248 
“Increase without bound” 266 
Increment(s) 

partial 636 
total 636 
of a variable 276 

Indefinite integral(s) 404-406 
properties of 410 
table of 846 

Indeterminate forms 341, 
344-346  

Infinitelv large quantity 266 
Tnfinitesimals 265

basic properties of 269 
équivalent 273 
of mth order 275 
relationship wlth infinItles 267 
of same order 275 

Infin11les 266
relationship with infinitesi- 

mals 267 
Initial values 712 
Integrabllity

of differential équations 726 
of elementary functions 439 

Integral(s) 401
of a binomial differential 441 
computation of by means of 

sériés 594 
curvilinear 696 
definite (see Definite Intégral) 

405, 446, 447 
dépendent on radlcals 439 
differential of 460 
of a differential 462 
of a differential équation 706 
double (see Double integra/) 663 
of a function wfth disconti- 

nuity 476 
Improper 471, 4 72 
inaefinlte 404-407 

properties of 410 
with Infinité limlts 472 
iterated 667, 682 
line 695, 696



SUBJECT INDEX 867

ordlnary 689 
proper 47 6 
single 689 
table of 4 1 1 
triple 681  

Intégral calculus 401
principal problem of 403 

Intégral curve 406
of differential équation 708 

Intégral test for convergence 
549

Integrand 404 
Integrand expression 404 
Integrand function 404, 665 
Integrating factor 718 
Intégration 4 05 

approximate 480 
by Eulcr’s method 726 

hy change of variable 414 
of differential équation 706 

by sériés 728 
direct 4 1 3
geometrlcal interprétation of 

406
of partial rational fractions 

428 
by parts 4 1 8 

definite 465 
of power sériés 584 
of rational fractions 426, 431 
of sériés 57 1 
bv substitution 4 1 4 
of trigonométrie expressions 

421
variable of 404 

Intégration constant, computati­
on of from initial data 409 

Intercept form of équation of a 
plane 166 

Inlercepts 49 
on axes 166 

Interpolation 480 
Interpolation formula, Newton’s 

483
Interpolation polynomial 480 
Intersection of straight line and 

plane 177 
Interval(s) 257 

closed 257 
of intégration 447 
of isolation 393 

Invariance of f' (x ) dx 294 
Invariants 100

of second-degree équation 99 
Inverse function 300 

dérivative of 301 
Inverse hyperbolic cosine 593. 

596
Inverse hyperbolic cotangcnt 593, 

596

Inverse hyperbolic lunctlons 593. 
596

Inverse hyperbolic sine 593, 596 
Inverse hyperbolic tangent 593,

596
Inverse trigonométrie function» 

593 
Involute

of a circle 785 
natural équation of 788 

of a plane curve 511, 512 
lsocl ines 711 
Isolated point 768 
Iterated integral(s) 667, 682

Jump of a function 278

Kazan University 293

Lagrange’s form of the remalnder 
351

Lagrange’s formula 339 
Lagrange’s mean-value theorem 

335-337 
Latus rectum 76, 83 
Lead of hélix 5 1 4 
Leaf of Descartes 760ff 

vertex of 7Ü 1 
Left-hand pairs oi straight Unes 

201
Leibniz rule 332 
Leibniz test 552 
Lemniscate of Bernoulli 779 
Level curves 630 
PHospital’s rule 34 IM 
Limaçon of Pascal 770ff 

arc length of 773 
Limit(s)

of a constant 265 
fmite 269, 270 
of a function 264, 630 

dehned 264. 265 
infinité 267 
of an intégral 447 
left-hand 278 
on the left 278 
lower 44 7 
one-sided 279 
right-hand 278 
on the right 278 
of a sequence 261. 262 
of sin x /x  2 73 
unilatéral 278. 279 
upper 44 7 

Limit concept, extension of 267 
Limit theorems, basic 270 
Line intégrais 695-697 

computation of 698
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condition for independence of 
path of 701 

mechaniciil meanlng of 697 
Linear équation 

homogeneous 720 
with right-hand member zéro 

720
Linear Systems of differential 

équations 754 
Lobachevskian geometry 833 
Logarithmic different iation 304, 

305
Logarithmic fonctions 591, 856 
Logarithmic spiral 789ff 

coefficient of growth of 789 
Logarithms 

change of base of 302 
common 302 ' 
natural 302, 839 

Longitudinal axis 214, 216 
Loxodrome 795

Maclaurin’s dérivation 349 
Maclaurin’s sériés 349 
Major axis 2 1 1 

of ellipse 59 
Mass of a physical body 693 
Maxima (see Maximum),  

rule for ftnding 366 
Maximum 364

hrst sufftcient condition for 
366

of a function of several argu­
ments 660 

necessary condition for 365 
second sufftcient condition for 

370
Mean-value theorem 4 56 

generalized 339 
Lagrange’s 335-337 

Method
of chords 394
combined chord and tangent 398 
of quadratures 480 
of substitution in a defini te 

intégral 466 
of tangents 396 
of undetermined coefficients 

728
of variation of constants (pa- 

rameters) 752 
Mldpoint of line segment 27 
Minima (see Minimum),  rule for 

ftnding 366 
AMnimal surfaces 838 
Minimum 364

ftrst sufftcient condition for 
366

of a function of several argu­
ments 660

necessary condition for 365 
second sufftcient condition for 

370
Minor axis 211 

of ellipse 59 
Minors 227 
Modulus

for changing from natural to 
common logarithms 302, 303 

of elasticity 253 
Moment of inertia 689, 692, 693 
Monotonie function(s) 300, 361 
Moving trihedron 527 

base vectors of 529

Natural équation 788, 794, 805, 
832, 837 

Newton (unit) 120 
Newton-Leibniz formula 462 
Newton’s interpolation formula 

483 
Node 757
Nonadditive quantities 491 
Noncentral conics 104, 105 
Nondifferentiable function 643 
Non-Fuclidean geometry 293 
Nonhomogeneous équation 750 
Nonperiodic functions 615 
Nonregular sériés 570 
Nonuniformly convergent sériés 

568
Normal 519, 527 

principal 519, 527 
to a surface 643, 644 

équation of 646 
Normal équations of a straight 

line 47 
Normal plane(s) 518, 527 
Normal vector 518 
Number(s)

complex 249, 601 
e 271
fractional 248 
imaginary 249 
irrational 248. 249 
natural 248 
négative 248 
rational 248, 249 
real 248, 249 

Number axis 250 
Number line 249, 250 
Number plane 626 
Number scale 250

Oblique coordinate system 22 
Odd function 618 
Order of an équation, réduction 

of 736
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Order of smallness ol a function 
of several arguments 632 

Ordinary intégrais 689 
Ordinate 2 1 ,2 4  

initial 29 
Oriented distance 45 
Origin of coordinates 20  
Orthogonal functions 609 
Orthogonal System 611 
Osculating circle 531 
Osculating plane 525 

équation of 526 
O ral of Cassini 775

Pair
of coincident planes 223 
of imaginary parallel planes 

223
of imaginary planes 223 
of intersectlng planes 223 
of parallel planes 223 

Parabola 
axis of 70 
construction of 70 
définition of 69, 75 
diameters of 83 
directrices of 69, 71 
focus of 69 
parameter of 69 
semicubical 340, 509 
standard équation of 70 
vertex of 70 

Parabolic cylinder 223 
Paraboloid

elliptic 218, 219, 222 
hyperbolic 2 2 0 , 2 2 2 , 513 
of révolution 219 

Parallel pencil (see Pencil of pa- 
rallei Unes) 4 2 

Parallelepiped, volume of 160 
Parallelism

of planes, condition of 163 
of straight line and plane 181 
of vectors 139 

Parallelogram rule 124 
Parameter 3 1 8 

of parabola 69 
Parametric équations 317 

of straight line 188 
Parametric représentation 

of a curve 316 
of a function 318 

Partial derivative(s) 634
expression of in terms of a 

differential 637 
geometrical interprétation of 

(In case of two arguments) 
635

higher-order 653

mixed 653 
pure 653 

Partial differential 636 
Partial differential équation 706 
Partial fractions 428 
Partial fractions décomposition 

428, 432 
Partial sum of a sériés 537 
Pencil

central 40 
of Unes 40 

équation ol 40 
parameter of 40 
vertex of 40 

parallel 42 
of parallel Unes 42 
of planes 182 

axis of 182 
équation of 182 

Pendulum. cycloidal 807, 826 
Pericyclolds 816, 817 
Perpendicular 

équations of 193 
length of 195 

Perpendlcularity
of planes, condition for 164 
of straight line and plane, 

condition for 181 
Pitch of hélix 5 14 
Planar points 535 
Plane curves, convexlty of 379 
Planes, angle between 164 
Point(s)

conical 644 
of discontinuity 277 
of inflection 379 

rule for finding 381 
of intersection of three planes 

168 
isolated 768 
of rectification 498 
of tangency 643 

Point function 626, 627, 674 
Polar angle 46, 112, 17 1, 489 
Polar coordinates 46, 112, 171, 

686
Polar distance 46. 170 
Polar équation

of a conlc section 1 19 
of a straight line 118 

Polar parameters 
of a line 46 
of a plane 171 

Polar system' of coordinates 23 
Polynomial, interpolation 480 
Position of a plane relative to a 

coordlnate System 1 6 2ff 
Positions of a plane and a pair 

of points 169 
Positive sériés 545
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Potentlal 474 
Power sériés 576 

coefficients of 576 
différentiation of.584 
domain of convergence of 580 
expansion of a function in 587 
intégration of 584 
interval of convergence of 577, 

580
operations on 582 
radius of convergence of 577, 

580
Power-series expansions of ele- 

mentary functions 589 
Primitive 403 
Principal sections 214 
•Principia’ (Newton’s) 826 
Projectlon(s) '.*

of a line on a coordinate plane 
206

of a point on an axis 129 
of a straight line on coordi­

nate planes 184 
of a vector on an axis 130 

algebraic 130 
géométrie 130 

of vectors, theorems on 132ff 
Proper fraction 426 
Pseudosphere 832 
Pseudospherical triangle 832 
Pteroid 756

Quadrant 21
Quadric conical surface 217, 218 

imaginary 223 
Quadric curves 83, 85 
Quadric surface(s) 209 

classified 2 2 1 ff 
Quickest descent, time of 807

Radius of curvature 504 
formula for 505, 506 

Radius of curvature of space 
curve 530, 531 
formula for 531, 532 

Radius vector 40, 1 17, 170, 492 
Rational functions 428, 439 

entire 440 
intégral 4 40 

Rationalization 440 
Rearranging terms of a sériés 555 
Rectangle formulas 483 
Rectangular coordinate System 20 
Rectification

of algebraic curve 809 
of arc 498 

Rectifylng plane 527 
Recursion formulas 430

Réduction of order of an équa­
tion 736 

Regular sériés 569, 570 
Remainder

of a sériés 542 
of Taylor’s sériés 351 

Remainder term 542 
Right-handed pairs of straight 

Unes 201  
Rings of Archimedean spiral 784 
Rolïe’s theorem 334 
Rotation of axes 59, 202 
Rule

of parallelepiped 126 
of polygon 125 

Ruled surface 224

Scalar(s), définition of 120 
Scalar function 519 
Scalar product

expression of in terms of coor- 
dinates of factors 1 45  

physical meaning of 142 
properties of 142 
of two vectors 143 

Scalar quantity 121 
Scalar triple product 154 

properties of 155 
Second-degree équation 

general 85, 86  
simplification of 86H 

Séparation of variables 714 
Sequence, limit of 261, 262 
Sériés 537

absolutely convergent 554 
alternating 552 
binomial 592
conditionally convergent 555 
convergent 538 
définition of 537 
différentiation of 584 
divergent 537, 540 
division of 56 1 

Semiconjugate axis 67 
Semitransverse axis 67

elementary operations on 5 43  
Fourier 6 2 1
functional (see Functional 

sériés) 562 
of functions 562 

rouping terms of 556 
armonic 540 

indeterminate divergent 539 
infinité 537 
intégration of 57 1 
multiplication of 558 
nonregular 570
nonuniformly convergent 568 
operations on 543
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partial sum of 537 
positive 545 

comparing 545 
power (see Power sériés) 576 
rearranglng terms of 555 
regular 569, 570 
remainder of 542 
sum of, continulty of 570 
sum of convergent 538 
Taylor 586 
terms of 537 
trigonométrie 608 
use of ln computing intégrais 

594
Shortest distance between two 

straight Unes 199 
Shukhov Tower (Moscow) 225 
Sigma 447
Simpson’s formula 486 
Simpson’s rule 486 
Single intégrais 689 
Singular intégral of differential 

équation 716 
Singular solutions 716 
Slope 29 
Solid angle 687 
Solution(s)

of different.al équation 706 
singular 7 I 6 

Space curve
parametric représentation of 

512
tangent to 516 

Spatial model of a function 629 
Sphere 209
Spherical coordinates 6 8 6  
Spheroids 210 
Spiral(s)

of Archimedes 1 17, 383, 493, 
782ff, 787 

left-handed 789, 792 
logarithmic 789ff 
right-handed 789, 792 

Straight line(s)
construction of 32 
parallellsm condition of 32- 

34
perpendicularity conditionot 35 
represented by two hrst-degree 

équations 176 
Strophoid 756ff 

oblique 756ff 
rlght 756ff 

Sum
of Une segments 124 
of a sériés (extended sense) 537 
of vectors 124 

Surface(s)
minimal 838 
quadric 209

of révolution 225 
ruled 224 

Symmetric équations 186 
System(s)

of differential équations 754 
linear (normal form of) 754 

of n équations in n unknowns 
245

orthogonal 609 
of three vectors 

left-handed 147 
right-handed 147

Table of double entry 629 
Taking out intégral part 426 
Tangent field 406 
Tangent line 285 
Tangent Unes to quadric curves 

323
Tangent plane to a surface 64 4 

équation of 644 
Tautochrone property of cycloid 

806
Tavlor’s formula 347, 351

îor computing values of a fon­
ction 353 

for a function of several argu­
ments 658 

Taylor’s polynomial 353 
Taylor’s sériés 348, 586 

remainder of 350 
in general form 349 

"tends to coïncidence’* 285 
Test for right-handedness and 

left-handedness 201  
for uniform convergence 569 

Theorem
mean-value 456 
of Nasr-ed-din—Copernicus

826
Time of qulckest descent 807 
Torsion 535 

radius of 535 
symbol for 535 

Total dérivative 649 
Total differential 638, 639 

criterion of 703 
geometrical interprétation of 

(two arguments) 640 
of higher orders 654 

Tractrix 826ff 
evolute of 831 

Transcendence 302 
Transcendental number 302 
Transformation of coordinates 202 

formulas for 51 
Translation of origin 52, 202 
Transverse axis (axes) 6 6 , 214, 

216
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Tnipezold formula 485 
Trapezoid rule 485 
Triangle, area of 27 
Trigonométrie functions 590, 852 

inverse 593 
Trigonométrie sériés 608 
Trigonométrie substitutions 424 
Trinedron moving 527 

base vectors of 529 
Triple intégral 681

computation of (general case) 
682

computation of (simplest case) 
681

expression of in cylindrical 
coordinates 685 

expression of in spherical coor- 
alnates 687 

■geometrical quantifies expres- 
sed in terins of 691 

physlcal quantifies expressed 
in terms of 691 

scherne for applylng 688 
Triple product

expression of in terms oi coor* 
ainates of factors 1 59 

geometrical interprétation oi 
155

Trlsccting an angle 765

Unbounded quantity 267 
Undetermined coefficients, meth- 

od of 728 
Unit vector of tangent 517

Variable 256 
dépendent 250 
independent 250 
of intégration 404 

Variables, séparation of 714 
Variation of constants (or of pa­

ra meters) 752 
Vector(s)

absolute value oi 120 
addition of 121 
angle between 146 
base 133 
collinear 121 
collinearity of 139

coplanar 154 
définition 120 
division of 127 

by a vector 1 28 
equality of 1 22 
expression of in terms of 

components 137 
coordinates 137 
radius vectors 137 

length of 138 
moaulus of 1 20 
multiplicaton of 127 
normal (to a plane) 161 
null 122 
opposite 123
perpendicularity condition of 

146
réduction to a common origin 

123
scalar product of two 141 
subtraction of 1 26 
Systems of three 147 
vector product of two 1 48 

Vector algebra 121 
Vector function of a scalar argu­

ment 51 9 
dérivative of 521 

propertles of 524 
dirferentlal of 523, 524 

properties of 524 
limit of 520 
notation of 520 

Vector product(s) 148 
of base vectors 152 
physlcal meaning oi 150 
properties of 150 
of two vectors 148 

Vector quantity 1 20 
Vector triple product 161 
Velocity 283 

average 283 
Versiera 475, 763ff 
Vivianl solld 677 
Volume

of body 693
computed by shell method 494 
of cylindrical solid 691 
of a solid of révolution 496

Witch of Agnes! (see Versiera)
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